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ABSTRACT 

 
The results of a comparative analysis of liquid and gas phase models for fuel 

droplets heating and evaporation, suitable for implementation into computational fluid 

dynamics (CFD) codes, are presented. Among liquid phase models, the analysis is 

focused on the model based on the assumption that the liquid thermal conductivity is 

infinitely large, and the so called effective thermal conductivity model. Seven gas phase 

models are compared. These are six semi-theoretical models, based on various 

assumptions, and a model based solely on the approximation to experimental data. It is 

pointed out that the gas phase model, taking into account the finite thickness of the 

thermal boundary layer around the droplet, predicts the evaporation time closest to the 

one based on the approximation to experimental data.  

The values of the absorption coefficients of gasoline fuel (BP Pump Grade 95 

RON ULG), 2,2,4-trimethylpentane (CH3)2CHCH2C(CH3)3 (iso-octane) and 3-pentanone 

CH3CH2COCH2(CH3)3 have been measured experimentally in the range of wavelengths 

between 0.2 µm and 4 µm. The values of the average absorption efficiency factor for all 

fuels have been approximated by a power function aRd
b, where Rd is the droplet radius. a 

and b in turn have been approximated by piecewise quadratic functions of the radiation 

temperature, with the coefficients calculated separately in the ranges 2 - 5 µm, 5 - 50 µm, 

50 - 100 µm and 100 - 200 µm for all fuels. This new approximation is shown to be more 

accurate compared with the case when a and b are approximated by quadratic functions 

or fourth power polynomials of the radiation temperature, with the coefficients calculated 

in the full range of 2 - 200 µm.  

Results of experimental studies of heating and evaporation of monodisperse 

ethanol and acetone droplets in two regimes are compared with the results of modelling. 

It is pointed out that for relatively small droplets the experimentally measured droplet 

temperatures are close to the predicted average droplet temperatures, while for larger 

droplets the experimentally measured droplet temperatures are close to the temperatures 

predicted at the centre of droplets. 

 All the developed models have been implemented into the KIVA-2 CFD code 

and validated against available in-house experimental data referring to spray penetration 

and ignition delay in Diesel engines. 
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NOMENCLATURE 
 
a  coefficient introduced in Equation (2.1.28) (m-b), acceleration in 

Equation (6.2.12) 
aλ   liquid fuel absorption coefficient (1/m) 
a0,1,2,3,4  coefficients introduced in Equation (2.1.28) (m-b, 1/(K mb), 1/(K2 

mb), 1/(K3mb),  1/(K4 mb) ) 
amr integral stoichiometric coefficients for reaction r in Equation 

(6.2.18) 
A area of droplet (m2) 
Af1, Af2, Af3,  
Af4, pre exponential factors in Arrhenius form in Equations (2.3.15)-

(2.3.18) 
b   coefficient introduced in Equation (2.1.28) 
b0,1,2,3,4  coefficients introduced in Equation (2.1.28) (1, 1/K, 1/K2, 1/K3, 

1/K4) 
bmr integral stoichiometric coefficients for reaction r in Equation 

(6.2.18) 
B   branching agent 
B1  breakup time constant 
Bi  Biot number 
Bf   parameter introduced in Equation (2.2.5) 
BM   Spalding mass number 
BT   Spalding heat transfer number 
Bλ   Planck function (W/(m2 µm)) 
Bo  model constant for Equation (6.2.9) 
c   specific heat capacity (J/(kg K)) 
C  distance parameter 
C1,2   coefficients in the Planck function (W µm3/m2, µm K) 
CD  drag coefficient 
Cf, Ck, Cd dimensionless constant in Equation (6.2.2) 
CN  contraction coefficient 
D   binary diffusion coefficient (m2/s) 
d  parameter introduced in Equation (6.2.1) 
Ef1, Ef2, Ef3,  

Ef4 activation energies in Equations (2.3.15)-(2.3.18) (J) 
Efr activation temperature in Equation (6.2.21) (J) 
Ebr activation temperature in Equation (6.2.22) (J) 
F parameter introduced in Equation (6.2.1) (J) 
f1,f2,f3,f4 the rate constant in Equations (2.3.9) – (2.3.12) defined by 

Equations (2.3.15) –(2.3.18) 
FT,M   correction factors: δT/δT0; δM/δM0 
Fo   Fourier number: klt/ρlclR2

d 
h   convection heat transfer coefficient(W/(m2 K)) 
hm   mass transfer coefficient (m/s) 
h0   (hRd/kl)-1 
Iλ
0(ext) spectral intensity of external radiation integrated over all angles 

(W/(m2 µm)) 
k   thermal conductivity (W/(m K)) 
kb  rate coefficient of branching reaction in Shell autoignition model 
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kp  rate coefficient of branching reaction in Shell autoignition model 
kq  rate coefficient of branching reaction in Shell autoignition model 
kt  rate coefficient of branching reaction in Shell autoignition model 
kbr  coefficient on Equation (6.2.22) 
kfr  coefficient on Equation (6.2.22) 
L   specific heat of evaporation (J/kg) 
Le   Lewis number: kg/(cpgρgD) 
m   mass (kg), molar concentration (mole/m3) 
m&   evaporation rate (kg/s) 
mλ   complex index of refraction: nλ-iκλ 
M   molar mass (kg/kmol), species 
n   index of refraction (does not depend on λ) 
nλ   index of refraction (depends on λ) 
n0   1.46 
Nu   Nusselt number 
p  pressure (Pa), parameter introduced in Equation (2.3.14) 
pn   coefficients introduced in Equation (2.1.22) (K/s) 
pλ(R)   spectral distribution of radiative power density (W/(m3 µm)) 
P(R)   radiative term in Equation (2.1.21) (K/s) 
Ptotal   total amount of radiation absorbed in a droplet (K/s) 
Pe   Peclet number 
Pr   Prandtl number 
q  parameter introduced in Equation (2.3.14) 
q&    heat flux (W/m2) 
Q   intermediate agent 
Qa   efficiency factor of absorption 
QK  the total heat release rate defined in Equation (2.3.21) (W) 
QL heat loss through the boundary walls defined by Equation (2.3.22) 

(W) 
R   distance from the droplet centre (m) 
Rg   gas constant (J/(kg K)) 
Ru   universal gas constant (J/(kmol K)) 
Req  radius of equilibrium Equation (6.2.9) (m) 
R*   radical 
RH   hydrocarbon fuel 
Re   Reynolds number 
s  coefficient introduced in Equation (2.2.12) 
Sc   Schmidt number 
Sh   Sherwood number 
t   time (s) 
T   temperature (K), Taylor number in Equations (6.2.7) and (6.2.8) 
TD  doppler period (s) 
Tphase  period between the zero crossings of the signal (s) 

( )RT
~
0    parameter introduced in Equation (2.1.5) (K) 
u   fluid velocity (m/s) 
U   value of the net velocity of the mixture (m/s) 
v   molecular velocities (m/s) 
V  volume of droplet (m3) 

nv    parameter introduced in Equation (2.1.5) 
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wλ (R)  normalised absorbed spectral power density of radiation 
W  molecular weight (kg/mole) 
We   Weber number 
x1,x2,x3,x4 kinetic rate parameters on Shell autoignition model defined in 

Equations (2.3.15)-(2.3.18) 
X   molar fraction 
xλ   size parameter: 2πRd/λ 

y1,y2,y3,y4 kinetic rate parameters on Shell autoignition model defined in 
Equations (2.3.15)-(2.3.18) 

Y   mass fraction 
y  dimensionless parameter on Equation (6.2.3) 
z   parameter introduced in Equation (2.2.24) 
Z Dimensionless number defined as : ll Re/We  
 
Greek symbols 

α  angle between the two beams  
β  wedge angle 
βc   coefficients introduced in Equation (2.1.12) 
βm   evaporation or condensation coefficient 
δmRBQ  total change in mass of R*, B and Q over time step (kg/s) 
ε  emissivity 
ε /kB   parameter used in Equation (C5) (K) 
ƒ  frequency (1/s) 
γ  coefficient of autoignition model introduced in Equation (2.3.14) 
γ   parameter introduced in Equation (2.1.37) 
δT,M   film thickness (m) 
θR   radiative temperature (K) 
Φ  parameter introduced in Equation (2.5.2) 
Φij   function introduced in Equation (C3) 
κ   kl/(clρlR2

d) (1/s) 
κλ   index of absorption 
λ  wavelength (m or µm) 
λm   3.4 µm 
λn   eigen values obtained from the solution of Equation (2.1.6) 
λst  evaporation rate constant in Equation (2.2.2) 
Λ0   function introduced in Equation (2.1.28) 
Ψ  parameter introduced in Equation (2.1.8) 
φ   parameter introduced in Equation (2.2.52) 
Φ  phase shift 
µ   dynamic viscosity (kg/(m s)) 

µ∗  ( )211 )R/R(n/ d−  

µc  ( )211 n/−  
µ0(t)  (hTg(t)Rd/kl) (K) 
ν  kinematic viscosity (m2/s) 
ζ  parameter introduced in Equation (2.1.9) 
ξ   parameter introduced in Equation (2.1.38) 
ξ  parameter introduced in Equation (2.3.24) 
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ρ   density (kg/m3) 
σ   Stefan–Boltzmann constant (W/(m2K4)) 
σs   interfacial surface tension (N/m) 
τe  evaporation time (s) 
 τλ  aλR 

τ0  aλRd 
χ  keff/kl (see Equation (2.1.11)) 
Ω   collision integral, frequency (1/s) 
ω  frequency (1/s) 
Λ  wavelength (m) 
τbu  breakup time (s)  
 
Subscripts 

b   boiling 
abs   absorbed 
amb   ambient 
c   centre or convection 
cr   critical 
d   droplet 
eff   effective 
eq  equilibrium 
ext   external 
f   film surrounding droplets or fuel 
F   fuel vapour 
g   gas 
inj  injection 
iso  isolated 
l   liquid 
lg   from liquid to gas 
m   type of species in the liquid phase 
mix  mixture 
0   initial or non-evaporating 
p   constant pressure, pump 
R   radiation 
ref  reference 
s   surface 
S  Stokes 
sv   saturated fuel vapour 
t   time dependent 
u  universal 
v   fuel vapour 
- 0   inner side of the droplet surface 
+0   outer side of the droplet surface 
∞   infinitely far from the droplet surface 
 
Superscripts 

—   average 
~  normalised 
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1.   INTRODUCTION 
 

1.1 Background 

 
Diesel engines are widely used due to their high efficiency and cost 

effectiveness. This has increased the demand for higher output, lower noise and 

emission performance from these engines. In meeting these demands, an in-

depth understanding of the processes in these engines, and their modelling is 

crucial. One of these processes is droplet heating and evaporation. In Diesel 

engines, fuel droplet heating and evaporation play an important role in 

determining spray penetration, air/fuel mixing and autoignition.   

Experimental analysis of monodisperse droplets heating and evaporation 

have been presented by Castanet e al. (2002, 2005). The droplet temperatures, 

velocities and radii in monodisperse streams were measured accurately using 

two colour laser induced fluorescence and particle dynamic analyser technique. 

The authors suggested a correction factor to take into account the drop-drop 

interaction effect on the heat and mass transfer number. Crua (2002) studied 

some processes in realistic Diesel engines.  

Droplet heating and evaporation in a hot ambient gas are driven by 

convective and radiative processes. In the case of convective heating and 

evaporation, the processes in the liquid phase control the heat transfer from the 

droplet surface to its centre. The processes in the gas phase control heat and 

mass transfer from the surrounding gas to the droplet surface. In the case of 

radiative heating, the droplets are assumed to be opaque and grey or semi 

transparent. Considerable progress has been achieved in developing the models 

for convective and radiative heating of droplets and the results have been 

reported in a number of papers (Abramzon and Sirignano, 1989; Aggarwal, 

1998; Sirignano, 1999; Dombrovsky, 2000, 2002b; Sazhin et al., 2001a, 

2004a,b,c;  Dombrovsky and Sazhin, 2003b, 2004; Sazhin, 2006).  

Sazhin et al. (2004b) suggested a new numerical scheme for the analysis 

of droplet heating and evaporation based on the analytical solution of the heat 

conduction equation inside the droplet. This scheme takes into account the effect 

of temperature gradient inside the droplet. This model turned out to be attractive 

for implementation into CFD codes (see Sazhin et al., 2005a,b). The analysis of 



Chapter 1 : Introduction 

 2 

the results of implementation of this scheme for non-coupled solutions and a 

simple gas phase model showed that it is more accurate and computer efficient 

than the scheme based on a numerical solution of the heat conduction equation 

inside droplets (Sazhin et al., 2005a). It remained uncertain whether this 

conclusion is valid for more realistic cases (coupled solutions) and other gas 

phase models.       

A simplified yet accurate model describing the thermal radiation 

absorption in semi-transparent Diesel fuel droplets was developed by 

Dombrovsky et al. (2001) and Sazhin et al. (2004a). In this model, detailed Mie 

calculations were replaced by the approximation of the absorption efficiency 

factor for droplets with an analytical formula b

daR , where Rd is the droplet radius 

and a and b are polynomials (quadratic functions in most cases) of the radiation 

temperature. The coefficients of these polynomials were found by comparison 

with rigorous computations for realistic Diesel fuel droplets, assuming that these 

droplets are irradiated by black-body thermal radiation.  

In this thesis the results of further in-depth numerical analysis of fuel 

droplet convective and radiative heating and evaporation are presented. These 

results are compared with experimental data where appropriate.  

 

1.2 Objectives of the project 

The objectives of the project are: 

1. Comparative numerical analysis of convective and radiative heating of 

individual droplets and their evaporation using various gas and liquid 

phase models. 

2. Further development of the model of radiative absorption in semi-

transparent fuel droplets 

3. Comparison of the results predicted by the numerical analysis with 

available experimental data. 

4. The implementation of the numerical scheme, developed for the analysis 

of heating and evaporation of individual droplets, into a customised 

version of the KIVA-2 CFD code. The most up-to-date droplet break-up 

models were implemented into this version of the KIVA-2 code as a 

result of work on a separate project. 
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5. The comparison of the prediction of the new customised version of the 

KIVA-2 CFD code with available in-house experimental data. 

 

1.3 Structure of the thesis 

The thesis comprises the following main parts. The literature review on 

spray modelling and experimental studies with a view of applications to Diesel 

engines is presented in Chapter 2. A comparative analysis of droplet heating and 

evaporation models is given in Chapter 3. In Chapter 4, further development of 

the droplet radiative heating model is presented. The experimental validation of 

the model of droplet heating and evaporation is presented and discussed in 

Chapter 5. The result of implementation of the model into the KIVA-2 CFD 

code and the application of the new customised version of this code to the 

analysis of the processes in Diesel engines is discussed in Chapter 6. The 

conclusions drawn from this thesis and recommendations for further work are 

presented in Chapter 7.  The appendices contain additional information relating 

to various part of the thesis.     
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2. LITERATURE REVIEW 

 
During the Diesel cycle, the air at close-to-atmospheric pressure and temperature 

is inducted to the combustion chamber and then compressed to a pressure of about 4 

MPa and temperature of about 800 K during the compression stroke (Heywood, 1988).  

Liquid fuel is injected by the fuel injection system into the engine cylinder at the end of 

the compression stroke. The fuel atomises into small droplets and penetrates into the 

combustion chamber. Fuel injection pressures in the range from 20 to 170 MPa are 

used, depending on engine size and type of combustion system employed (Heywood, 

1988). Then, the liquid fuel is heated and evaporates and fuel vapour mixes with the 

high-temperature high-pressure air. Since the air temperature and pressure are above the 

fuel’s ignition point, spontaneous ignition (autoignition) of portions of the already-

mixed fuel vapour and air occurs after a delay period.  The details of the process depend 

on the characteristics of the fuel, the design of the engine’s combustion chamber, fuel 

injection system, and the engine’s operating conditions. It is an unsteady and 

heterogeneous combustion process. This thesis will focus on modelling and 

experimental studies of these sprays. The analysis will start with an overview of droplet 

heating models without taking into account the effects of evaporation. 

 

2.1 Models of droplet heating without evaporation  

The droplets in the combustion chamber are heated by convection and radiation 

by the surrounding gas. The problem of modelling the heating and evaporation of 

droplets has been widely discussed in the literature (Lefebvre, 1989; Sirignano, 1999; 

Sazhin, 2006). The models of convective heating of droplets include 2 components: 

modelling of the processes in the liquid phase, and modelling of heat transfer from 

surrounding gas to the droplet surface. In most studies it is assumed that droplets retain 

their spherical forms and the temperature over the whole droplet surface remains the 

same, although it can vary with time. This assumption effectively allows the separation 

of the analysis of heat transfer in gaseous and liquid phases. In the case of radiative 

heating of droplets the processes in the gas phase are usually ignored and the gas is 

assumed to be transparent for thermal radiation. In the following sections the models for 

convective and radiative heating of droplets will be considered separately. 
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2.1.1 Convective heating  

2.1.1.1 Liquid phase analysis 

Sirignano (1999) suggested the following classification of the models for heat 

transfer inside droplets, in order of increasing complexity: 1) models based on the 

assumption that the droplet surface temperature is uniform and does not change with 

time; 2) models based on the assumption that there is no temperature gradient inside 

droplets (infinite thermal conductivity (ITC) models); 3) models taking into account 

finite liquid thermal conductivity, but not the re-circulation inside droplets (conduction 

limit); 4) models taking into account both finite liquid thermal conductivity and the re-

circulation inside droplets via the introduction of a correction factor to the liquid 

thermal conductivity (effective thermal conductivity (ETC) models); 5) models 

describing the re-circulation inside droplets in terms of vortex dynamics (vortex 

models); 6) models based on the full solution of the Navier-Stokes equation.  

The first group of models allows the reduction of the dimension of the system 

via the complete elimination of the equation for droplet temperature. This appears to be 

particularly attractive for the analytical studies of droplet evaporation and the thermal 

ignition of fuel vapour/air mixture (Sazhin et al., 2001a). This group of models, 

however, appears to be too simplistic for most practically important applications. 

Groups (5) and (6) have not been used and are not expected to be used in most 

applications, including computational fluid dynamics (CFD) codes, in the foreseeable 

future due to their complexity. These models are widely used for the validation of more 

basic models of droplet heating, or for in-depth understanding of the underlying 

physical processes (e.g. Abramzon and Sirignano, 1989; Abramzon and Sazhin, 2005, 

2006). The focus of this analysis will be on Groups (2)–(4), as these are the ones which 

are actually used in most practical applications, including CFD codes, or their 

incorporation in them is feasible. 

 For the second group of models (no temperature gradient inside droplets) the 

droplet temperature can be found from the energy balance equation: 

( )dg
2
d

d
ll

3
d 4

3
4

TThR
dt

dT
cR −= ∞πρπ ,            (2.1.1) 
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where Rd is the droplet radius, ρl and cl are the liquid density and specific heat capacity 

respectively, Tg∞ and Td are the ambient gas and droplet temperatures respectively, t is 

time, h is the convection heat transfer coefficient. Approximations for h depend on the 

processes in the gas phase, as discussed in the next section. Equation (2.1.1) merely 

indicates that all the heat supplied from the gas to the droplet is spent on raising the 

temperature of the droplet. It has a straightforward solution: 

( ) ( ) 







−−+== ∞∞

d0ll
gd0gd

3
exp 

Rc

ht
TTTtT)t(T

ρ
,          (2.1.2) 

where Td(t = 0) = Td0. 

Equation (2.1.2) shows that the value of droplet temperature does not depend on 

R although this temperature is time varying. In this model, it is assumed that internal 

resistance of the droplet is negligible in comparison with the external resistance due to 

convection heat transfer. In a steady state case this could be justified when the Biot 

number is less than 0.1 (Bi<0.1) (Holman, 2002), where Bi=h(V/A)/kl, V and A are 

volume and area of the droplet respectively, kl is liquid thermal conductivity.  Equation 

(2.1.1) and its solution (2.1.2) are widely used in various applications. Equation (2.1.1) 

was used to determine experimentally the heat transferred by convection to droplets 

(Castanet et al., 2001). Solution (2.1.2) is widely used in most CFD codes.  

The application of this model is sometimes justified by the fact that liquid 

thermal conductivity is much higher than that of gas. However, the main parameter 

which controls droplet transient heating is not its conductivity, but its diffusivity. In the 

case of Diesel engine sprays, the diffusivity for liquid is more than an order of 

magnitude less than that for gas (Sazhin, 2006). This raises the question of whether the 

second group of models is applicable to modelling transient fuel droplet heating in these 

engines. The only reasonable way to answer this question is to consider the third group 

of models, which takes into account the effect of finite liquid thermal conductivity. 

If the liquid thermal conductivity is not infinitely large then the effects of 

temperature gradient inside droplets need to be taken into account. As the first 

approximation, the effects of convection inside droplets can be ignored and the 

conduction limit can be considered (Group 3). The application of the third group of 
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models can be based on the solution of the heat conduction equation inside the droplet 

which can be written as (Luikov, 1968; Carslaw and Jaeger, 1986): 










∂
∂

+
∂
∂

=
∂
∂

R

T

RR

T
k

t

T
c

2
2

2

lllρ                  (2.1.3) 

with the following boundary condition at the droplet surface: 

( )
dlsg RR

R

T
kTTh =∂

∂
=− ,                 (2.1.4) 

and the corresponding condition at the centre of the droplet: 00=∂
∂

=R
R

T
. The initial 

condition is taken in the form: T(t=0)=Td0(R), T(Rd)=Ts=Ts(t) is droplet’s surface 

temperature, Tg=Tg(t) is the ambient gas temperature, the subscript ∞ has been omitted. 

Sazhin et al. (2004b) suggested analytical solutions of Equation (2.1.3). At first 

an explicit solution of the problem with constant heat transfer coefficient was obtained. 

Arbitrary initial temperature distributions inside droplets were taken into account. Also 

a general solution for the case of time dependent convection heat transfer coefficient 

was obtained. In this case the solution of the original differential equation was reduced 

to the solution of the Volterra integral equation of the second kind. Finally a solution for 

the case of almost constant convection heat transfer coefficient was obtained. In this 

case the problem has been solved using the perturbation theory.  All three solutions 

were implemented into a zero dimensional CFD code, describing droplet heating and 

evaporation (Sazhin et al., 2005a).   

 In the case when h(t)=h=const, the solution of Equation (2.1.3) can be presented 

as (Sazhin et al., 2004b): 

[ ] ( ) [ ]

( ) ( )[ ] ( )         sin exp 
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d

2
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R
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where: 

2
dll

l

Rc

k

ρ
κ = , ( ) 1/ ld0 −= khRh , 






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


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


= ∫

d
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0
2

d

sin  
1

 
d

λ ,   

a set of eigenvalues λn,  numbered in ascending order (n=1, 2,..) is found from the 

solution of the following equation:  

.h 0sin   cos 0 =+ λλλ                                  (2.1.6) 

The solution based on the assumption of constant convective heat transfer 

coefficient was shown to be the most efficient for the implementation into numerical 

codes (Sazhin et al., 2005a). Initially, this solution was applied at the first time step, 

using initial distribution of temperature inside the droplet. The results of the analytical 

solution over this time step were used as the initial condition for the second time step 

etc. Detailed discussion of this analytical solution and its application are performed in 

Sazhin et al. (2004b). A number of other analytical solutions for specific heat source 

distribution in a sphere and various boundary conditions are presented in several well 

known monographs (e.g. Luikov, 1968; Carslaw and Jaeger, 1986).  

Bertoli and Migliaccio (1999) suggested that numerical solution of the heat 

conduction equation inside the droplets (conduction limit) is incorporated it into CFD 

code KIVA-2, to relax the assumption of infinitely high thermal conductivity of liquid. 

This approach was shown to increase the accuracy of calculations but the additional 

computational cost might be too high. 

Dombrovsky   and   Sazhin (2003a) suggested a model for convective heating of 

droplets based on the assumption of the parabolic temperature profile inside the 

droplets. Effect of temperature gradient inside droplets has been taken into account 

without solving the heat conduction equation.  The temperature profile predicted by this 

model does not satisfy Equation (2.1.3), but satisfies the equation of thermal balance at 

droplet surfaces.  The temperature profile in the droplet is approximated as: 

( ) ( ) ( ) ( )[ ]( )2dcsc /, RRtTtTtTtRT −+= ,                          (2.1.7) 
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where Tc is the temperature in the centre of the droplet, Ts is the surface temperature of 

the droplet. This presentation of T(R,t) takes into account the difference between the 

temperature in the centre and on the surface of the droplet. The boundary condition at 

R=0 is satisfied. The boundary condition at R=Rd and the condition for thermal balance 

of the droplet leads to the following equation (Dombrovsky and Sazhin, 2003a): 

( ) ψζ /T.TT gs 20+= ,                                (2.1.8)     

where , /kNuk.ζ,   ζ.ψ lg50201 =+= , ( )∫=
dR

dRRTR
R

T
0

2
3
d

3  is the average droplet 

temperature. 

In the limiting case when Nu=const, introducing dimensionless temperature 

( )
( )0g

0

TT

TT

−

−
=θ   and Fourier number 

2
dll

l

Rc

tk
Fo

ρ
= ,  Equation (2.1.8) can be presented as: 

ψ
ζθ

θ
2.0

s
+

= ,                   (2.1.9) 

where ( )ψζθ /3exp1 Fo−−= .                        

The predictions of this model were shown to be more accurate when compared with the 

predictions of the infinite thermal conductivity model except at the very initial stage of 

droplet heating. Application of this model in CFD codes requires very small additional 

CPU time.  

Equation (2.1.9) is expected to introduce noticeable errors for small Fo. Hence 

correction factor is needed to improve the accuracy of the model in the whole range of 

Fo. The corrected form of Equation (2.1.9) was suggested by Dombrovsky and Sazhin 

(2003a) in the form: 

( ) ( )[ ]
ψ

ξζθ
θ

Fo−−+
=

exp12.0
s ,                                                                              (2.1.10)    

where ζξ 100= . 

 Sazhin et al. (2005a) performed a comparative analysis of the performances of 

the infinite thermal conductivity model, model based on the parabolic temperature 

profile inside the droplets, numerical solution of the discretised heat conduction 
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equation inside droplets and the model based on the analytical solution of the heat 

conduction equation. The values of parameters typical for Diesel engines were used. 

Methods of numerical solution of the discretised heat conduction equation based on the 

finite volume method have been widely discussed in the literature (e.g. Patankar, 1980; 

Versteeg and Malalasekera, 1995). The predictions of the algorithm based on the 

numerical solution of the discretised heat conduction equation and the algorithm using 

the analytical solution of this equation almost coincided for both the surface 

temperature and droplet radius. Both these solutions differed noticeably from the 

prediction of the model based on the assumption of no temperature gradient inside the 

droplet. The predictions of the parabolic model were between the abovementioned 

solutions. As shown by Sazhin et al. (2005a), the error and CPU time requirement of 

calculations based on the algorithm using analytical solution were consistently lower 

when compared with the errors of calculations based on the numerical solution of the 

discretised heat transfer equation.  The errors of the numerical algorithm based on the 

parabolic temperature profile were less than the errors of numerical algorithm based on 

the assumption of no temperature gradient inside the droplets. The CPU time 

requirements of the parabolic temperature profile model were slightly larger than those 

of the model based on the assumption of no temperature gradient inside droplets. Note, 

that comparative analysis performed by Sazhin et al. (2005a) was under the assumption 

that gas parameters are fixed (non-coupled solution).  

Abramson and Sirignano (1989) have developed a model of droplet heating and 

evaporation which takes into account effects of internal recirculation. This model was 

based on the solution of the two dimensional equation of convective heat transfer within 

a vaporizing droplet.  This complex ‘extended’ model is believed to be very 

complicated and unpractical for implementation into CFD codes. A simplified model, 

called effective thermal conductivity model (ETC) (Group 4), was shown to be more 

practical than the extended model. In the effective thermal conductivity model, the 

thermal conductivity of liquid is multiplied by the factor χ which takes into account the 

effect of internal circulation on heat transfer within the droplet: leff  kk χ= . The factor χ  

varies within 1 to 2.72 depending on the instantaneous liquid Peclet number 
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(Pel=RelPrl), it has been approximated by the following expression (Abramzon and 

Sirignano, 1989): 

( )[ ]30 2.225log  tanh860861 l10 /Pe.. +=χ .                      (2.1.11) 

This model does not allow the correct description of temperature distribution inside 

droplets, but gives accurate prediction of droplet surface temperature and vaporization 

rate. Comparative analysis presented by the authors has shown that both extended and 

effective thermal conductivity models predict similar evaporation times. Hence using 

the effective conductivity model can be justified. This model is particularly important 

for many practical engineering applications, where the details of temperature 

distribution inside droplets are generally not important. This model reduces the 

problem’s dimension, which leads to considerable saving of the computer cost. Further 

analysis of this model, taking into account the effects of thermal radiation has been 

performed by Abramzon and Sazhin (2005; 2006). Comparative analysis of ETC and 

ITC model has been performed by Sazhin et al. (2005b). In general, the ETC model 

predicts quicker rise of surface temperature compared with ITC model. This was related 

to the fact that the heat reaching the surface of the droplet is spent on heating the whole 

droplet in ITC model, and heating of a relatively thin layer near the droplet surface in 

the ETC model. Then the surface temperature predicted by ETC model becomes lower 

than the predicted by the ITC model, due to the reduction of convective heating.  

 

2.1.1.2 Gas phase analysis 

Analysis of convective heat transfer in the gas phase is generally based on the 

analysis of the Nusselt number (Nu=2Rdh/kg). Investigation of various methods to 

calculate Nu has been presented in many well known text books (e.g. Kreith, 1988; 

Incropera and DeWitt, 1996; Holman, 1997).  

 If it is assumed that the surface temperature of the droplet is fixed, the Nusselt 

number (Nu) depends on the Reynolds and Prandtl numbers (Red=2Rd│vd-vg│/νg and 

Prd=cpgµg/kg, where vd and vg are droplet and gas velocities, νg and µg are gas kinematic 

and dynamic viscosities, cpg and kg are gas specific heat capacity at constant pressure 

and thermal conductivity respectively). In the case of stagnant non-evaporating droplet, 

(Re=0), Nu=2. The quantitative analysis of moving droplets shows that Nu is expected 
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to be proportional to Re1/2Pr1/3 (Fuchs, 1959). Thus the general formula for Nu can be 

written as: 
31

d
21

dc2 // PrReNu β+=                                                                   (2.1.12) 

where the coefficient βc cannot be derived from the simplified analysis. It should be 

obtained either from experimental or from rigorous numerical analysis.  

   A number of approximations for the Nusselt number of moving droplets, related 

to Equation (2.1.12), have been suggested. The most popular correlation for non-

evaporating droplet has been presented as (Bird et al., 2002): 
31

d
21

d602 // PrRe.Nu += .                          (2.1.13) 

The factor 0.6 in the equation above was sometimes replaced by 0.552, to give 

(Abramzon and Sirignano, 1989): 
31

d
21

d55202 // PrRe.Nu += .                          (2.1.14) 

Abramzon and Sirignano (1989) drew attention to the fact that Equation (2.1.14) over 

estimates heat transfer at low Reynolds number (Red ≤ 10) and suggested an alternative 

correlation in the form: 

( ) ( )d
31

dd11 RefPrReNu
/++= ,                         (2.1.15) 

where 

( )




≤<

≤
=

.ReRe

Re
Ref

. 4001     when 

1    when           1

d
0770

d

d
d                          (2.1.16) 

Equation (2.1.15) approximated the results obtained by a number of authors for 

0.25<Prd<100 with an error less than 3% (Abramzon and Sirignano, 1989). 

Melissari et al. (2005) suggested a mathematical model to describe the heat transfer 

process when a melting sphere is immersed in a moving fluid. Based on this model, the 

following correlation for Nu was obtained  
360

d
50

d4702 ..
PrRe.Nu += .                          (2.1.17) 

This correlation is applicable to fluids with a wide range of Prandtl numbers. The lower 

end of this range includes the Prandtl number for liquid sodium (Pr ≈ 0.003), whereas 

the upper end includes the Prandtl number for water (Prd ≈ 10). The analysis was 

performed for 102≤Red≤ 5x104.  This model was validated against various experimental 
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results involving metals and water. Nu predicted by Equation (2.1.17) is reasonably 

close to Nu predicted by Equation (2.1.14). 

     

2.1.2 Radiative heating 

2.1.2.1 Early models 

 The theory of radiative exchange between particulates and gas has been 

developed by a number of authors (e.g. Siegel and Howell, 1992; Modest, 1993). The 

simplest model for radiative heating of droplets could be based on the assumption that 

droplets are opaque grey spheres characterised by the surface emissivity ε (Sazhin et al., 

2000). In this case, the heat flux into the droplets can be described by the following 

expression: 

( ) ( )4s4
Rsg TTThq −+−= ∞ θσε& ,               (2.1.18) 

where σ is the Stefan-Boltzmann constant and θR is the so called radiative temperature. 

For optically thick gas θR can be identified with the ambient temperature Tg while for 

optically thin gas it can be identified with the external temperature Text (Modest, 1993). 

The value of  ε could be specified based on experimental data or rigorous calculations. 

This approach, however, has a number of important limitations. For example, it does 

not take into account the dependence of ε on droplet radius and external temperature. A 

more physically consistent approach to modelling the radiative heating of droplets is 

based on the assumption that droplets are semi-transparent. This is discussed in the next 

section. 

 

2.1.2.2 Analysis of semi-transparent droplets 

In the case of semi transparent droplets, the radiative heating of the droplets 

takes place not at their surfaces but via the absorption of thermal radiation penetrating 

inside the droplets. In the case of the infinite thermal conductivity liquid model (Group 

2) and in the presence of thermal radiation, Equation (2.1.1) can be generalized to: 

 ( ) totallldg
2
d

d
ll

3
d 4

3
4

PcTThR
dt

dT
cR ρπρπ +−= ,                                 (2.1.19) 

where  
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( )∫=
d

0

2
total 4

R

dRRRPP π                       (2.1.20) 

is the total amount of thermal radiation absorbed in a droplet, Ptotal is measured in K/s. 

In the case of finite thermal conductivity and effective thermal conductivity 

models (Groups 3 and 4), the heat conduction equation for semi transparent droplets in 

the presence of thermal radiation can be written as: 

  ( )RPc
R

T

RR

T
k

t

T
c ll2

2

lll

2
ρρ +









∂
∂

+
∂
∂

=
∂
∂

,                                                      (2.1.21) 

where P(R) accounts for the radiative heating of droplets, measured in K/s. This 

equation can be solved subject to the same boundary condition (2.1.4) as before. 

Analytical solution of Equation (2.1.21) is a straightforward generalisation of 

solution (2.1.5) and can be written as (Sazhin et al., 2004b):  
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       (2.1.22)     

 

where  

( )∫ 

















=

dR

n

n

n dR
R

R
RRP

vR
p

0 d
22

d
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1

λ .                       (2.1.23) 

 

 The value of thermal radiation power can be calculated based on the equation: 

( ) ( ) λ
ρ λ dRp

c
RP ∫

∞

=
0ll

1 ,                                                                                     (2.1.24) 

where pλ(R) is the distribution of thermal radiation power density absorbed inside the 

droplet. The value of pλ(R) can be calculated based on the Mie theory, but these 

calculations are very complicated and are beyond the scope of this review. Various 

approximations for P(R) will be considered in the next section. 
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2.1.2.2.1 Radiative heating of the whole droplets  

 In most cases, the thermal radiation constitutes only a relatively small part of 

droplet’s thermal balance. Hence the thermal radiation model needs to be kept simple 

(Sazhin et al., 2000). A widely used approach to characterise the absorption of thermal 

radiation in droplets is based on the application of the efficiency factor of absorption Qa, 

defined as the ratio of radiation power absorbed in a droplet to the power of thermal 

radiation illuminating this droplet. Dombrovsky et al. (2003) suggested a simple 

approximation for calculation the efficiency factor of absorption for radiation absorbed 

by the whole droplet:  

( )
( )[ ]x

n

n
Q λκ4exp1

1
4

2a −−
+

= ,                         (2.1.25) 

 where n is the index of refraction, κλ is the index absorption and x is the diffraction 

parameter that can be calculated as λπ /Rx d2= , where λ is the wave length of 

radiation. The value of n was calculated based on subtractive Kramers-Krönig analysis 

and the measurement of n0 at one particular wavelength. It was shown that the results of 

these calculations for typical Diesel fuel used in cars can be accurately approximated by 

the following relationship (Dombrovsky et al., 2002): 

( ) 0010-
020 2

m

m
0

.
.nn

+

−
+=

λλ

λλ
,                         (2.1.26) 

where  λm=3.6 µm, n0 = 1.46. For practical calculations of κλ,  the dependence of n on λ 

can be ignored, and n can be put equal to 1.46 (Dombrovsky et al., 2002).  

Assuming that the thermal radiation illuminating the droplet is that of a black 

body and n is constant, the average efficiency factor of absorption of thermal radiation 

in the range of λ from λ1 to λ2 was found as (Dombrovsky et al., 2001; Sazhin et al., 

2004a): 
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where C2=1.439 x 104µm K. 

It can be seen that Equation (2.1.27) is rather complicated for implementation 

into CFD codes. Hence, a simple but accurate approximation of aQ is needed.  Taking 

into account the experimentally measured values of κλ for various Diesel fuels it was 

found that the best approximation for aQ  in the ranges 5 µm ≤ Rd ≤ 50 µm and 

temperature 1000 K ≤ Text ≤ 3000 K is provided by the function: 
baRd=Λ ,                            (2.1.28) 

where a and b are quadratic functions of Text approximated as:  

,
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gas was assumed to be optically thin. The values of a0, a1, a2, b0, b1, and b2 depend on 

the type of Diesel fuel used. For low sulphur ESSO AF 1313 un-boiled Diesel fuel in 

the range of 5 µm ≤ Rd ≤ 50µm and 1000 K ≤ Text ≤ 3000 K, the values of a0, a1, a2, b0, 

b1, and b2 were found to be 0.10400, -0.054320, 0.008000, 0.49162, 0.098369 and -

0.007857 respectively (Sazhin et al., 2004a).    

The contribution of thermal radiation for Text <1000 K is negligibly small in most cases. 

As can be seen from Equation (2.1.29), a decreases about five times when Text increases 

from 1000 to 3000 K. The dependence of b on Text is much slower: it increases from 

about 0.51 to about 0.65 when Text increases from 1000 to 3000 K (Dombrovsky et al., 

2001).   

 Similar approach was used by Sazhin et al. (2004a) to analyse various Diesel 
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fuels (boiled and un-boiled BP Ford reference Diesel fuel, boiled low sulphur ESSO 

AF1313 Diesel fuel), for droplet radii in the range 2 µm ≤ Rd ≤ 200 µm and external 

temperature in the range 500 K ≤ Text ≤ 3000 K. The boiling simulated the ageing 

process of fuels. From these analyses it can be concluded that Approximation (2.1.28) 

with a and b defined by Equations (2.1.29) is applicable for all four types of fuel in the 

range 2 µm ≤ Rd ≤ 200 µm and 1000 K ≤ Text ≤ 3000 K, although it becomes less 

accurate for droplets with radii greater than 50 µm. For 500 K ≤ Text ≤ 3000 K 

Equations (2.1.29) appeared to be poor for all types of fuel under consideration. To 

achieve better accuracy, Sazhin et al., (2004a) suggested the following approximations: 
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The values of a0, a1, a2, a3, a4, b0, b1, b2, b3 and b4, depend on the type of Diesel fuel 

used. For un-boiled low sulphur ESSO AF 1313 Diesel fuel in the range of 5µm ≤ Rd ≤ 

50µm and 500 K ≤ Text ≤ 3000 K the values of a0, a1, a2, a3, a4, b0, b1, b2, b3 and b4 were 

found to be -0.0417, 0.28362, -0.26836, 0.09526, -0.011767, 0.9671, -0.9761, 0.84533,-

0.28534, and 0.034233 respectively (Sazhin et al., 2004a). The contribution of thermal 

radiation at temperatures close to 500 K are expected be small.  

 

2.1.2.2.2 Effect of the distribution of radiation absorption inside droplets. 

 A simplified model to calculate the distribution of radiation absorption inside 

droplets was suggested by Dombrovsky and Sazhin (2003b). The model was based on 

the assumption that the diffraction parameter x is much greater than unity and the 

geometric optics analysis is applicable (Dombrovsky, 2000). Remembering the 

definition of Qa (the ratio of radiation power absorbed in a droplet to the power of 

thermal radiation illuminating the droplet) we can write (Dombrovsky, 1996): 

∫
∞

=
0

ext0
a

2
dtotalll λπρ λ dIQRPc )( ,                                                                                  (2.1.31) 
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where ( )ext0
λI  is the intensity of external thermal radiation, Ptotal is defined by Equation 

(2.1.20) 

Presentation of the results for differential absorption of thermal radiation is 

simplified if the following normalised function is introduced (Dombrovsky and Sazhin, 

2003b):  

( ) ( )
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d

3
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λ ,                          (2.1.32) 

where pλ(R) is the spectral radiation power absorbed per unit volume. 

In this case, the value of thermal radiation power absorbed per unit volume inside the 

droplet can be calculated based on the following equation (Dombrovsky and Sazhin, 

2003b): 

( ) ( ) ( )∫∫
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==
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λ λλ dIRwQ

Rc

.
dRpRP )(
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d

.                      (2.1.33) 

If the external thermal radiation is that of a black body at temperature Text then 
( ) ( )ext
ext0 4 TBI λλ π=  and Equation (2.1.33) can be written as: 

( ) ( ) ( )∫
∞

=
0

exta
dll
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ρ
π

λ dTBRwQ
Rc

RP ,                         (2.1.34) 

where the Plank function Bλ (Text) is defined as (Modest, 1993): 

( )
( )( )[ ]1/exp ext2

5
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=
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C
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λπλλ ,                         (2.1.35) 

 

C1=3.742 x 108 Wµm4/m2, and C2 is the same as in Equation (2.1.27).   

As follows from Equation (2.1.34), the problem of approximate calculation of the 

radiation power absorbed per unit volume inside droplets reduces to the problem of 

finding an approximation for w(R). Dombrovsky and Sazhin (2003b) suggested the 

approximations in the form: 
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where ( )c1/2 µξ += . Equation (2.1.36) was used when 520 .<τ . Otherwise Equation 

(2.1.37) was used. The generalisation of this model to the case of asymmetrically 

illuminated droplet was reported by Dombrovsky and Sazhin (2004). 

          From above consideration, there are two different approaches to modelling the 

effects of thermal radiation on heating and evaporation of droplets. If the distribution of 

thermal radiation absorption inside droplets is needed, the term of P(R) in Equation 

(2.1.21) as defined by Equation (2.1.34) is used. If the distribution of thermal radiation 

absorption inside droplet is ignored then a much simpler approach can be used as 

suggested by Dombrovsky et al. (2001) and Sazhin et al. (2004a): 
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When Equation (2.1.38) is applied, the expression for pn, used in Equation (2.1.23), can 

be simplified to (Sazhin et al., 2005a): 
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Expression (2.1.34) is certainly more accurate than Expression (2.1.38), but its 

application requires much more CPU time than application of Expression (2.1.38). Most 

of the CPU time is actually spent on calculation of the integral over λ in Equation 

(2.1.34).  

 

2.2 Models of droplet heating and evaporation 

In Diesel engines, fuel evaporation plays an important role in determining 

air/fuel mixing. Evaporation of droplets involves simultaneous heat and mass transfer 
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processes. The heat required for evaporation is transferred to the droplet surface by 

convection and radiation from surrounding hot gases while fuel vapour is transferred by 

convection and diffusion back into gas stream. Lefebvre (1989) has considered steady 

state and unsteady state evaporation. Steady state analysis is used to describe the stage 

in the droplet evaporation process where the drop surface has attained its wet-bulb 

temperature and all the heat supplied to its surface is spent to provide the latent heat of 

vaporisation. In many practical applications, a number of simplified assumptions are 

made: the droplets are assumed to be spherical, radiation is neglected, droplet 

temperature is assumed to be uniform and the fuel is assumed to be a pure liquid having 

a well-defined boiling point. In the case of unsteady heating and evaporation, effects of 

the heat-up period in the evaporation process cannot be neglected. Several methods of 

calculation of temperature and evaporation rate during the heat-up period have been 

suggested (Lefebvre, 1989). 

In the most general case, the droplet evaporation includes two main phases: 

detachment of fuel molecules from the surface of the droplet into gas in the immediate 

vicinity of droplet surface and diffusion of fuel vapour from this surface into the 

ambient gas. The mathematical modelling of the first process is described by kinetic 

models (Kryukov et al., 2004; Shishkova and Sazhin, 2006) and that of the second one 

is described by hydrodynamic models.  In most CFD applications the kinetic effects 

near the droplet surface are ignored and the fuel vapour is assumed to be saturated in 

this region. This section will be focused on the hydrodynamic models which are 

universally used in CFD codes. Before the analysis of advanced hydrodynamic models, 

I will start with analysis of classical D2-law and empirical correlations.     

In a similar way as the convection heat transfer coefficient was introduced to 

describe droplet heating, the mass transfer coefficient hm is used to describe their mass 

transfer. In the general case, the dimensionless mass transfer number, the Sherwood 

number has been introduced: 

g

md2
D

hR
Sh = ,                              (2.2.1) 

where Dg is the binary diffusion coefficient of fuel vapour in gas. In the case of 

stationary non evaporating droplets Sh=2.  
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2.2.1 Classical D
2
-law 

The classical D2
- law was formulated in the 1950s by Godsave and Spalding 

(e.g. Lefebvre, 1989; Sirignano, 1999). It was derived for an isolated, single component 

droplet, burning in a quiescent, oxidizing environment. The term D2-law indicates that 

the square of the droplet diameter decreases linearly with time. For constant droplet 

surface temperature the evaporation rate λst is introduced as the surface regression rate 

defined as: 

dt

dD 2

st −=λ .                  (2.2.2) 

In order to obtain the evolution of droplet diameter, Equation (2.2.2) is integrated with 

the initial condition D(t=0)= D0 (Lefebvre, 1989): 

( ) tDtD st
2
0

2 λ−= .                             (2.2.3) 

The result is the well-known D2-law, stating that the square of the droplet diameter 

decreases linearly with time during droplet evaporation. In addition to the evaporation 

rate, another important parameter in droplet evaporation is the life time of the droplet, 

also called evaporation time τe, which can be determined from Equation (2.2.3) with 

D(t=τe)=0: 

st

2
0

e λ
τ

D
= .                              (2.2.4) 

The applicability of the D2-law is limited since it is based the assumption that 

droplet temperature is constant. 

 

2.2.2 Empirical correlations 

Early empirical correlations for evaporating droplets were suggested by 

Renksizbulut et al. (1983). The authors suggested the correlation for the Nusselt number 

for moving and evaporating droplets in the form: 

( ) 70
f

31
f

21
f

1

5702
.

//

B

PrRe.
Nu

+

+
= ,                            (2.2.5) 

where 
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( )










+−

−
=

c

R

c

dsgpv
f 1

q

q

q

q

L

TTc
B

&

&

&

&
,                           (2.2.6) 

dq& is the heat rate spent on raising the temperature of a liquid droplet, cq& and Rq& are 

the rates supplied to droplets by convection and radiation respectively, Ref=2Rdρg│vg-

vd│/µgf, subscript f indicates that the values of parameters are taken inside the film 

surrounding the droplet, subscript  ∞ in the term Tg is omitted. It was assumed that the 

film temperature is equal to: 

2
sg

f

TT
T

+
= ,                               (2.2.7) 

the fuel vapour mass fraction is equal to:   

 
2

ffs
f

YY
Y

+
= ,                                         (2.2.8) 

and the droplets can be treated as grey bodies with emissivities equal to 0.95. Equation 

(2.2.5) was obtained in the following range of parameters 0.07≤Bf≤2.79 and 

24≤Ref≤1974. Note that in the absence of evaporation Rcd qqq &&& +=  and Bf = 0.  

Similarly to Equation (2.2.5), the correlation for Sh for moving evaporating 

droplets was obtained experimentally in the form (Haywood et al., 1989):  

( ) 70
M

31
f

21
f

1

8702
.

//

B

ScRe.
Sh

+

+
= ,                           (2.2.9) 

where Scf =υf/Df is the Schmidt number determined in the film region, BM is the 

Spalding mass number that be defined as: 

( )
  

1 gs

vvs

vs

vvs
M ρ

ρρ ∞∞ −
=

−

−
=

Y

YY
B ,                          (2.2.10) 

Yvs is fuel vapour mass fraction at the droplet surface and Yv∞ is air (gas) mass fraction 

away from the droplet surface, ρvs and ρv∞ are densities of fuel vapour in the vicinity of 

droplets and away from them (ambient gas). Yvs can be obtained from the following 

relation (Lefebvre, 1989): 
1

f

a

fs

gas
vs 11

−




















−+=

M

M

p

p
Y ,                          (2.2.11) 

where  
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








−
−=

43
exp

s

f
ffs

T

x
sp ,                           (2.2.12) 

and pgas  are partial pressure of fuel vapour and the total gas pressure respectively, sf and 

xf  are constants to be specified for specific fuels, Ma and Mf are air and fuel molar 

masses respectively. Equation (2.2.9) was obtained for 20≤Ref≤2000. 

 Renksizbulut et al. (1989) suggested accurate mathematical and numerical 

model to analyse evaporation process of an isolated n-heptane droplet. Various grids 

and time steps both in liquid and gas phase were used. The authors concluded that the 

correlations for the Nusselt number and the Sherwood number are close to those 

predicted by experimental studies (see Equations (2.2.5) and (2.2.9)).  

 

2.2.3 Hydrodynamic models 

Hydrodynamic models of droplet evaporation are related to the diffusion model 

of fuel vapour from the surface of the droplet into the ambient gas. These models are 

usually based on the assumption that fuel vapour in the vicinity of the droplet surface is 

saturated. Hence, the rate of fuel evaporation is equal to the rate of fuel diffusion from 

the droplet surface to ambient gas. Ignoring the effect of ambient air we can write: 

( )∞−−= vvsvdd 4 ρρπ DRm& ,                              2.2.13) 

where Dv is the diffusion coefficient of the fuel vapour, ρvs and ρv∞ are the same as in 

Equation (2.2.10). Equation (2.2.13) is known as the Maxwell equation (Sazhin, 2006). 

Its limitation lies in the fact that it takes into account only the diffusion process, but 

ignores the effect of convective flow of the mixture of air and fuel vapour away from 

the surface of the droplet. To take into account this effect (Stefan flow), the droplet 

evaporation rate could be based on the following expression: 











−=

dR

d
D

dR

d
DRm

g

g

v
g

v
v

2
d 4

ρ

ρ
ρρ

π& ,                         (2.2.14) 

where ρv and ρg are fuel vapour and gas densities, Dg is the diffusion coefficient of 

ambient gas (air). It is generally assumed that Dg=Dv and the total density of the mixture 

of gas and fuel vapour in the vicinity of the droplet surface is constant (ρtotal=ρg+ρv). In 

this case the rearrangement and integration of Equation (2.2.14) from R=Rd to R=∞ 
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gives the following expression for dm& : 

( )Mtotalgdd 1ln4 BDRm +−= ρπ& .                              (2.2.15) 

This model is widely use for stationary evaporating droplets. Remembering the 

definition of hm we can write: 

 ( )∞−= vvsm
2
dd 4 ρρπ hRm& .                          (2.2.16)  

Combining Equations (2.2.15) and (2.2.16) we obtained the following expression for Sh 

(Lefebvre, 1989): 

 
( )

M

M1ln 2
B

B
Sh

+
= .                                       (2.2.17) 

Equation (2.2.17) can be presented in a more general form: 

 
( )

M

M
0

1ln 
B

B
ShSh

+
= ,                          (2.2.18) 

where Sh0 =2 for stationary droplets. 

Similarly, the following expression for the Nusselt number was obtained 

(Lefebvre, 1989): 

  
( )

M

M
0

1ln 
B

B
NuNu

+
= ,                          (2.2.19) 

where Nu0 is the Nusselt number for non-evaporating droplets (Nu0=2 for stationary 

droplets). 

An alternative expression for Nu can be found taking into account the effect of 

vapour superheating (raising of fuel vapour temperature from Ts to Tg). The energy 

balance equation for a droplet taking into account this effect can be written as 

(Sirignano, 1978): 

( ) ( ) dsdspvdg
2
d4 qTLmTTcm

dR

dT
kR &&& +−−−=π                        (2.2.20) 

The left hand side of this equation shows the heat supplied from the surrounding gas to 

the droplet. The first term in the right hand side shows the heat required to heat fuel 

vapour from Ts to T=T(R) (gas temperature at the distance R from centre of the droplet). 

The second and third terms in the right hand side show the heat spent on droplet 

evaporation and raising its temperature, respectively. Equation (2.2.20) can be 

rearranged to: 
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( ) ( ) ( ) 2
d

ddsspv
g4

R

dRm

m/qTLTTc

dT
k

&

&&
−=

−+−
π .                       (2.2.21) 

Introducing the Spalding heat transfer number BT (Abramzon & Sirignano, 

1989): 

( )
( ) ( )dds

sgpv
T

m/qTL

TTc
B

&&−

−
=                            (2.2.22) 

and integrating both parts of Equation (2.2.21) from T=Ts to T=Tg and from R=Rd to 

R=∞ respectively, we obtain: 

( )T
pv

dg
d 1ln

4
B

c

Rk
m +−=

π
& .                           (2.2.23) 

For practical calculations, widely used in CFD applications, El Wakil et al. (1954) 

suggested a correction for the Nusselt number to take into account the effect of super 

heating in the form (see also Sazhin, 2006): 

01
Nu

e

z
Nu

z −
= ,                           (2.2.24) 

where  

g

pvdd

dg

pvd

4 k

cRm

Rk

cm
z

"
&&

=−=
π

,                          (2.2.25) 

where "

dm&  is the mass flux. 

For the heat which reaches the surface of a droplet, we can write the following 

expression:  

( ) ( )sg
d

g2
dsg

2
ddds 2

44 TT
R

Nuk
RTThRqLmq −=−=+−= ππ&&& .                     (2.2.26) 

Combining Equations (2.2.22), (2.2.23) and (2.2.26) we obtain the following equation 

for Nu:  

( )
0

T

T1ln
Nu

B

B
Nu

+
= ,                            (2.2.27) 

which is obviously different from Equation (2.2.19) (but equivalent to Equation 

(2.2.24)). For a stationary evaporating droplet, Equation (2.2.27) reduces to:  
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( )

T

T1ln 2
B

B
Nu

+
= .                         (2.2.28) 

 The Sherwood number for evaporating moving droplets depends on Re and Sc. 

The well known correlation for Sh0 can be presented as (Bird et al., 2002): 
31

d
21

d0 602 // ScRe.Sh += .                         (2.2.29) 

For evaporating moving droplets the expression for the Nusselt number and the 

Sherwood number can be presented as: 

 
( ) ( )31

d
21

d
M

M 602
1ln // ScRe.
B

B
Sh +

+
=                          (2.2.30) 

( ) ( )31
d

21
d

T

T 602
1ln // PrRe.
B

B
Nu +

+
=  .                        (2.2.31) 

The factor 0.6 in the equations above can be replaced by 0.552. Hence, 

Correlations (2.2.30) and (2.2.31) become (Abramzon and Sirignano, 1989): 

( ) ( )31
d
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d
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M 55202
1ln // ScRe.
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B
Sh +

+
=              (2.2.32) 

( ) ( )31
d
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d
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1ln // PrRe.
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B
Nu +

+
= .                       (2.2.33) 

 

Alternatively, remembering Equation (2.1.15), we can write (Abramzon and Sirignano, 

1989): 

( ) ( ) ( )( )d
31

dd
T

T 11
1ln

RefPrRe
B

B
Nu

/++
+

=                        (2.2.34) 

( ) ( ) ( )( )d
31

dd
M

M 11
1ln

RefScRe
B

B
Sh

/++
+

= .                       (2.2.35) 

   Abramzon and Sirignano (1989) refined the classical model above by taking into 

account the effect of convective transport caused by the droplet motion relative to the 

gas by introducing so called ‘film’ theory. The film theory assumes that the resistance 

to heat or mass exchange between a surface and a gas flow may be modelled by 

introducing the concept of gas films of thicknesses: δT and δM. Subscripts T and M refer 

to the heat and mass transfer respectively. For a non-evaporating droplet, the thickness 

of the thermal and diffusion films δT and δM are calculated as (Abramzon and Sirignano, 
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1989): 

2
2

0

s
T0 −

=
Nu

R
δ                             (2.2.36) 

and  

2
2

0

s
M0 −

=
Sh

R
δ  .                                (2.2.37) 

 

The effect of Stefan flow was taken into account by introducing the correction factors: 

FT=δT/δT0                 (2.2.38) 

and 

 FM=δM/δM0.                             (2.2.39) 

To find the correction factors FM and FT for the film thickness, they considered a model 

problem of the laminar boundary layer developed for a flow past a vaporising wedge. 

The range of parameters was the following: 0≤(BT,BM)≤20; 1≤(Sc, Pr)≤3; 0≤β≤2π (β is 

wedge angle). In the case of an isothermal surface and constant physical properties of 

fluid, the problem has a self similar solution and the correction factors FT and FM do not 

depend on the local Reynolds number. It was found that values of FM and FT are 

practically insensitive to Schmidt and Prandtl numbers and the wedge angle variations, 

and can be approximated as: 

FM=F(BM), FT=F(BT),                           (2.2.40) 

where F(BM,T) is the universal function: 

( ) ( ) ( )
TM,

TM,70
TM,TM,

1ln
1

B

B
BBF

. +
+=                          (2.2.41)   

Note that F(B) increases from 1 to 1.285 as B grows from 0 to 8. In the interval 8≤B≤20, 

the values of F(B) remain practically constant. 

To take into account the effect of film thickness, they suggested modified 

Nusselt and Sherwood numbers to Nu* and Sh* defined as: 

( )T

0 2
2

BF

Nu
*Nu

−
+= ,                             (2.2.42) 

( )M

0 2
2

BF

Sh
*Sh

−
+= .                           (2.2.43)
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In practical implementations into CFD codes the actual Sherwood number (Sh) and 

Nusselt number (Nu) need to be used. These parameters can be found from the 

following equations: 

( )
T

T1ln
B

B
*NuNu

+
=                            (2.2.44) 

( )
M

M1ln
B

B
*ShSh

+
= .                           (2.2.45) 

Taking into account film theory, the correlations for Nu and Sh should be modified and 

Equations (2.2.30)-(2.2.35) become: 
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Introducing the new parameter φ :  

Le*Nu

*Sh

c

c
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pv 1

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







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



=φ                            (2.2.52) 

The following relation can be obtained (Abramzon and Sirignano, 1989): 

( ) 11 MT −+= φ
BB                            (2.2.53) 

An alternative model was suggested by Yao et al. (2003) in which the following 

relations were used: 
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and 
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The analytical solution suggested by Sazhin et al. (2004b) and described in 

Section 2.1.1 can be generalised to take into account the effect of evaporation on gas 

temperature (Tg) in Equations (2.1.5) and (2.1.22). This is achieved by replacing Tg by 

the so-called effective temperature defined as: 

h

RL
TT dl
geff

&ρ
+= ,                           (2.2.56) 

where the value of dR&  can be taken from the previous time step during numerical 

calculations.  

The models described by Equations (2.2.30)-(2.2.35) and Equations (2.2.46)- 

(2.2.51) will be used in our analysis in the next chapter. These models need to be 

compared with the model based on the experimental analysis. The model based on 

Equations (2.2.30) and (2.2.31) but with BT is replaced by BM will be referred to as 

Model 0. The model based on Equations (2.2.30) and (2.2.31) will be referred to as 

Model 1. The model based on Equations (2.2.46) and (2.2.47) will be referred to as 

Model 2. The model based on Equations (2.2.34) and (2.2.35) will be referred to as 

Model 3. The model based on Equations (2.2.50) and (2.2.51) will be referred to as 

Model 4. The model based on Equations (2.2.48) and (2.2.49) will be referred to as 

Model 5. The model based on the empirical correlations described by Equations (2.2.5) 

and (2.2.9) will be referred to as Model 6. The summary of the models is presented in 

Table 2.1: 
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Table 2.1 Summary of the gas phase model 
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2.3 Autoignition modelling 

Autoignition of Diesel sprays is usually described in terms of ignition delay and 

ignition sites location. Although the autoignition may be considered as a continuous 

process (Dec and Espey, 1998) it is widely accepted that autoignition is the beginning 

of the thermal explosion that follows the physical processes (mixing of fuel with 

ambient gas) and chemical reactions leading to the onset of a flame (Aggarwal, 1998). 

Modelling of the autoignition is essential for predicting the initiation of combustion in 

Diesel engines (Griffiths and Barnard, 1995). Two main parameters characterize the 

autoignition process: the initial temperature at which the autoignition can develop and 

the time delay before the start of autoignition (Brady, 1996). Detailed kinetic 

mechanism of the autoignition process is very complicated as it includes many chemical 

reactions and species. The chemical part of the autoignition process can be described in 

terms of chain reactions that occur as initiating reactions, chain propagating reactions, 

chain branching reactions and terminating reactions (Borman and Ragland, 1998).  

A simplified description of these processes was suggested by the group of 

researcher from Shell research Ltd. This mechanism is known as the Shell model. In the 

Shell model the autoignition chemistry is reduced to eight-step chain branching reaction 

scheme incorporated into four processes (Halstead et al.,1977) 

Initiation : 

RH + O2 → 2R*    Rate coefficient kq             (2.3.1) 

 

Propagation 

R*  → R*+P    Rate coefficient kp                (2.3.2) 

R*→R*+B   Rate coefficient ƒ1 kp                 (2.3.3)

 R*→ R*+Q  Rate coefficient ƒ4 kp                 (2.3.4) 

R*+Q→R*+B   Rate coefficient ƒ2 kp                  (2.3.5) 

 

Branching 

B→2R*   Rate coefficient kq                   (2.3.6) 
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Termination 

R*→out    Rate coefficient ƒ2 kp                (2.3.7) 

2R*→out    Rate coefficient ƒ2 kp,                (2.3.8) 

 

where RH represents hydrocarbon fuel (CnH2m), R* is radical, B is the branching agent, 

Q is the intermediate agent and P is the product, consisting of H2O, CO2 and CO. The 

intermediate species can be generally related to aldehydes (RCHO) while the branching 

agent is related to hydroperoxide (RO2H) at low temperature and to hydrogen peroxide 

(H2O2) at high temperature (Benson, 1981). The main assumption of the Shell 

autoignition model is that the radicals R* entering into the scheme are treated as one 

type of radical using the steady-state hypothesis. The time variations of species 

concentrations are described by the following equations (Halstead et al.,1977): 
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22 −−+=             (2.3.9) 

[ ] [ ] [ ][ ] [ ]BkRQkfRkf
dt

Bd
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*

p

*

p −+= 21             (2.3.10) 

[ ] [ ] [ ][ ]*

p

*

p RQkfRkf
dt

Qd
24 +=              (2.3.11) 

[ ] [ ]*

p Rpk
dt

Qd
−=2                (2.3.12) 

[ ] [ ] [ ]( ) [ ]( )0022 =+
=−

= tRH
pm

tOO
RH ,            (2.3.13) 

 

where m is the molar concentration of the various species. The parameter p is obtained 

from the overall product path (Schäpertöns and Lee, 1985): 

Cn/mH2+pO2→qP,                (2.3.14) 

where 

( ) ( )( )[ ] q/OHCOCOm/nP 221 +−+= γγ  

( )( ) m/mnp 22 +−= γ  

1+=
m

n
q  
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The coefficient γ determines the burned products mixture via [ ] [ ] ( )γγ −= 12 /CO/CO  

The rate constants in Equations (2.3.9) – (2.3.13) are defined by the following 

expressions (Halstead et al.,1977; Schäpertöns and Lee,1985): 

( )[ ] [ ] 11
2111 -exp yx

uff RHOTR/EAf =            (2.3.15) 

( )TR/EAf uff 222 -exp=               (2.3.16) 

( )[ ] [ ] 33
2333 -exp yx

uff RHOTR/EAf =             (2.3.17) 

( )[ ] [ ] 44
2444 -exp yx

uff RHOTR/EAf =              (2.3.18) 

( )TR/EAk uiii -exp=                (2.3.19) 

where i stands for p1, p2, p3, q, B and t, R is the universal gas constant, Aƒ, Eƒ , x and y 

are the kinetic rate parameters fitted for each particular fuel,  
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The Shell autoignition model uses the following equation for the temperature (Halstead 

et al., 1977): 


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TRn
QQ

ncdt

dT utot

Lk
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1 ,            (2.3.20) 

where cv is the specific heat capacity at constant volume, ntot is the total number of 

moles in the volume V, Qk is the chemical heat release defined as: 

[ ]*

pK RqVkQ = ,              (2.3.21) 

q is the exothermicity per cycle, QL is latent heat loss through the boundary walls 

defined as:  

( )wL TTVQ −= φ ,              (2.3.22) 

where φ=hS/V, S/V is the ratio of surface to volume. 

The last term on the right hand side of Equation (2.3.20) accounts for the work 

due to the piston motion. This term, as well as the term QL, is accounted for by the 

enthalpy transport equation in CFD codes. In this case, the change in temperature must 
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be based only on the contribution of the chemical reaction. Equation (2.3.20) is 

simplified to (Sazhin et al., 1999): 

[ ]*

p

totv

RqVk
ncdt

dT 1
=                            (2.3.23) 

The development of the Shell model followed two main directions. The first 

direction is focused on the modifications of the coefficients without changing the 

overall structure by adjusting the kinetic rates to fit experimental data (Schäpertöns and 

Lee, 1985; Theobald, 1986). The second direction is focused on modifying the 

equations to better reflect the underlying chemistry and this leads to change in the 

overall structure of model.  

Sazhin et al. (1999) suggested a new mathematical formulation for the Shell 

model. This is particularly important for implementation in CFD codes. The authors 

replaced the time as an independent variable by the fuel depletion, which is the 

difference between the initial fuel concentration and current one. This allowed reducing 

the original system of equations used in the model to only two coupled first-order 

ordinary differential equation for the concentration of radicals and branching agent. 

Then these two equations were reduced to one second order differential equation for the 

concentration of radicals: 
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Once the concentration of radicals is obtained, the concentration of the intermediate 

agent, temperature and time can be obtained from the following equations: 

[ ] ∫−=
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ξ
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F                 (2.3.25) 
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where [ ] [ ] [ ] [ ]( ) ( )0  0 0
0

00 =====−= ∫ tTT,dfF,tRHRH,RHRH Q ξξ
ξ

. 

This formulation of the Shell model saves CPU time by about 40-60 % per step for 

typical problem (Sazhin et al., 1999). 

Sazhina et al. (1999, 2000) considered the application of the Shell model to 

modeling of the autoignition of Diesel fuel sprays. This takes place at a wide range of 

equivalence ratios, pressures and temperatures, in contrast to the autoignition in 

premixed gasoline fuel. It was necessary to impose flammability limits to restrict the 

range of equivalence ratios for which the autoignition is active. They suggested 

flammability limits is the range of equivalence ratios from 0.5 to 3.2 as a starting point 

and this limit increases linearly with increasing pressure. The Shell autoignition model 

does not predict autoignition for end compression temperature lower than 570 K and is 
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inhibited if the temperature increases higher than 1100 K or very sharp temperature rise 

(>107) K/s occurs. The authors showed that the autoignition chemical delay for Diesel 

fuel is much less than physical delay due to droplet transit time, atomisation, heating, 

evaporation and mixing for droplet radii. This justifies the application of less accurate 

than detail kinetic mechanism, but more computer efficient Shell model. The values of 

the Af4 in the Shell model for n-heptane were taken equal to 3 x 106 and 6 x 106. 

Sazhina et al. (2000) followed the Schäpertöns and Lee (1985) and Theobald (1986) 

idea that increase in mass of R*, B and Q originates in fuel and oxygen consumption. 

They suggested calculating the total change in mass of R*, B and Q over time step as: 

QBRRBQ mmmm δδδδ ++=                (2.3.28) 

where δmR, δmB, δmQ are changes in mass of R*, B and Q respectively in a given cell 

over a time step of integration. δmRBQ, is shared stoichiometrically between the 

reactants, CnH2m and O2, so that the decrement of fuel mass is estimated as δmRBQ where 

S is the stoichiometric oxygen-fuel ratio by mass in the main propagation path:  

( )( )PkgSOSHC mn +→+ 1 (kg)  (kg) 1 22             (2.3.29) 

In this case the O2 consumption will increase by  δmRBQ S/(1+S) and the termination 

reactions convert the R* radicals into fuel and oxygen.  

 

2.4 The KIVA CFD code 

KIVA is a multidimensional CFD code designed for the numerical calculation of 

transient, two and three dimensional chemically reactive flows with sprays. The code is 

capable to calculate such flows in internal combustion engine cylinders with arbitrary 

shaped piston geometries, taking into account the effects of turbulence and wall heat 

transfer. KIVA solves the transient equations of motion of a turbulent, chemically 

reactive mixture of ideal gases, coupled to the equations of motions for single 

component vaporising fuel sprays. The solution procedure is based on the finite volume 

method called the Arbitrary Lagrangian Eulerian (ALE) method. In addition to the 

chemical reaction model, several other models related to sprays are used in this code. 

These include models for droplet aerodynamics, droplet collisions and coalescences, 

break-up and evaporation.  Two turbulence models are available; standard version of k-ε 
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turbulence model and a modified version of this model (sub-grid scale model). Spray 

break-up is modelled using the Taylor Analogy Break-up (TAB) model based on the 

analogy between an oscillating and distorting droplet and a spring mass system.   

The change in droplet radius due to vaporisation is described by hydrodynamic 

model with the following equation (Amsden et al., 1989): 

ShB
R

D

dt

dR
M

dl

gg

2ρ

ρ
=                   (2.4.1)   

where Sh is described in Equation (2.2.30). This equation is equivalent to Equation 

(2.2.15). The rate of droplet temperature change is determined by the energy balance 

equation in such a way that the energy supplied to the droplet either increases the 

droplet temperature or supplies heat for its vaporisation. These are described by the 

following equation (Amsden et al., 1989):  

( )sg
d

g2
d

2
dlld 2

4
3
4

TT
R

Nuk
R

dt

dT
RcLm −=+− ππρ& ,              (2.4.2) 

where the Nusselt number is described in Equation (2.2.31) with BT replaced by BM 

(similarly to Model 0). The latter equation takes into account the effect of vapour 

superheating. 

Several versions of this code have been developed by Los Alamos National 

Laboratory. These are KIVA, KIVA-2, KIVA-3 and KIVA-3V. KIVA-2 is an improved 

version of KIVA that has better computational efficiency, numerical accuracy and 

physical sub-models. It is more user friendly and versatile than KIVA (Amsden et al., 

1989). KIVA-3 is an extension of KIVA-2. It uses the same numerical solution 

procedure, and solves the same set of equations. KIVA-3 is applicable to laminar or 

turbulent flows, subsonic or supersonic flows and single-phase or dispersed two-phase 

flows. In contrast to KIVA-2, KIVA-3 uses a block structured mesh with connectivity 

defined through indirect addressing. KIVA-3V is an extended version of KIVA-3, can 

model any number of vertical valves in the cylinder head. Other new features developed 

in KIVA-3V are particle based liquid wall film model, improved sorting subroutine, 

mixing-controlled turbulent combustion model and an optional RNG k-ε turbulence 

model (Amsden, 1997).  
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2.5 Experimental studies  

Experimental studies are used to investigate phenomena in an engine 

combustion chamber. Fuel spray structure, fuel atomisation, spray penetration, droplet 

size distribution, spray evaporation and autoignition are some of many phenomena that 

can be investigated experimentally. The structure of Diesel sprays is very important for 

understanding the atomisation, vaporisation and mixing processes that take place in an 

engine cylinder. The droplet size distribution in a spray is directly related to spray 

atomisation and vaporisation processes. Different spray configurations are used in 

different Diesel combustion systems. Various techniques have been developed to 

investigate the above phenomena. These are optical, electrical/electronic and 

mechanical ones (Lefebvre, 1989). The optical technique can be subdivided into two 

groups; direct imaging and non-imaging techniques. These are widely used in Diesel 

spray characterisation, as both are non intrusive methods. Direct imaging techniques 

have been focused on measuring spray geometry such as spray cone angle, break-up 

length and length of penetration. Non direct imaging techniques are usually focused on 

droplet velocities, droplet size and density.      

High speed photography with charge coupled device (CCD) camera is the 

simplest tool for direct imaging. CCD cameras have been used to capture images of 

sprays or sprays particle, with the aid of mercury vapour lamp, flash light or laser pulses 

to create a high intensity light source. This technique requires analysis of the captured 

images. For high density sprays, the droplet images may become very closely packed or 

even overlap. Crua (2002) used a high speed CCD video camera operating at 27000 

frames per second with a resolution 126 x 64 x 256 pixels to record spray injections in 

the Ricardo Proteus Engine. Using these tools, visualisation and spray patterns of Diesel 

sprays in various conditions were obtained. Analysis of images of spray patterns have 

been used to determined spray penetration lengths (Sazhin et al., 2003). 

Phase Doppler Anemometry (PDA) is a tool based on a non direct imaging 

principle that is widely used for determination of droplet sizes and velocities. PDA is a 

non-intrusive optical technique used to simultaneously determine the droplet size and 

velocity at a specific point in the spray. PDA consists of four main elements. These are 

laser source, beam splitter, photomultiplier and receiving optics. The optical 
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configuration of a PDA system is showed in figure 2.5.1 below. 

 

Photomultiplier

Receiving 

Lens

Scattering 
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flow
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Beam 

splitter

 
Figure 2.5.1 Schematic of the optical configuration system of a PDA (Dust et al., 1981) 

 

The output beam from the laser is split into two or more components of equal intensity. 

A lens is used to change the direction of the beams causing them to cross at a point 

where they are focused. Interference of the light beams in the measurement volume 

creates a set of equally spaced fringes. Velocity and size measurements are made when 

a particle carried by the flow passes through the fringes. When a particle traverses the 

control volume, the amount of light scattered fluctuates with the fringes. This is then 

collected by another lens and focussed onto a photo detector which converts the 

fluctuations of light intensity into fluctuations in voltage signal. The frequency of this 

fluctuation is proportional to the velocity of the particle (Dust et al., 1981): 

( )
λ
α 2sin 2 /U

f =                  (2.5.1) 

 where U is the velocity component of particle normal to the fringes, α is the angle 

between the two beams and λ is the wavelength of the laser light. 

 The doppler frequency f can be determined by measuring the period of the 

doppler signal. If the laser wavelength and the angle of intersection of the two beams 

are known, the droplet velocity can be calculated. To determine the droplet size of 

particle, it is necessary to measure the spatial frequency of the interference fringe 
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pattern produced by the scattered light. Bachalo and Houser (1984) showed that this 

could be achieved by using a second photo detector to collect light simultaneously from 

a different part of the interference pattern. A doppler signal is produced by each detector 

but with a phase shift between them. The signal from the two detectors have the same 

doppler frequency f and similar amplitude, but are separated by a phase shift Φ given 

by: 

o

T

T
360

D

phase=Φ ,                             (2.5.2) 

where TD is the doppler period and Tphase is the period between the zero crossings of the 

signals from detectors 1 and 2. The phase shift is directly related to the droplet size by a 

linear calibration curve. 

 Phase doppler anemometers are among the most accurate flow measurement 

devices.  There are, however limitations of this technique:  

a. The refractive index of air in the combustion chamber may change during the test, 

and the incident laser beams will be defocused, affecting the position of the 

measuring volume. 

b. Velocities of particles are measured only when particles pass through the 

measurement volume. Sometimes such a sample set is biased as more particles 

pass through the measuring volume in a given time. This has an affect on the 

estimated velocity variance. 

c. During the injection, the shape of spray varies according to in-cylinder conditions. 

Therefore spherical droplets can be deformed to generate irregular-shape particles 

that cannot produce reliable results, as the light reflected from these particles 

creates uneven light scattering patterns.  

 

 Laser Doppler Anemometry is another tool to measure droplet velocity. Two 

laser beams intersect at a point to form a fringe pattern. Particles passing the fringe 

pattern reflect the laser light at each fringe. Provided the fringe spacing is known, local 

velocities can be determined by analysing the doppler shift of scattered light (Crua, 

2002).     
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Figure 2.5.2 An illustration of the Laser Doppler Anemometry principle (Watrasiewicz 
and Rudd, 1977). 

 

It is difficult to use LDA when the gas temperature and/or density variations are large 

and cause significant differences in refractive indices. If the refractive index of the 

gases through which the two laser beams enter the system are not the same, the 

possibility arises that the laser beams will not cross. Under these conditions 

measurements are not possible (Jeffrey, 1976)  

  

2.6 Conclusions to Chapter 2 

 Finite thermal conductivity of fuel droplets and the effect of radiation need to be 

taken into account when modelling droplet heating and evaporation in Diesel engines. 

The liquid phase model of convective heating, based on the analytical solution of heat 

conduction equation, suggested by Sazhin et al. (2004b), was shown to be more 

effective (from the points of view of the balance of accuracy and CPU requirements) 

than the approach based on the numerical solution of the discretised heat conduction 

equation inside the droplet. This result was obtained based on fix gas parameters. No 

coupling between liquid and gas phases was taken into account at this stage. Hence, the 

performance of the model based on the analytical solution, suggested by Sazhin et al. 

(2004b), should be investigated taking into account the coupling of liquid and gas 

phases. Regarding the gas phase models, six semi-theoretical models and one model 

based on the approximation of experimental data were described. Further analysis of 

both liquid and gas phase models need to be performed for realistic Diesel engine 

parameters, taking into account the effect of break-up, ignition, dynamic of droplets and 

related processes.  

   The contribution of thermal radiation is relatively small in the droplet heating 

process. Hence thermal radiation models need to be kept simple. They need to take into 
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account the semi-transparency of the droplets, but can ignore the spatial variations of 

radiation absorption inside the droplets. Models of radiative heating in Diesel engines 

have been suggested by a number authors (Dombrovsky, 2000; Dombrovsky et al., 

2001; Dombrovsky and Sazhin, 2003c; Sazhin et al., 2004a). However, further analysis 

of these models and their applications are needed.     

Various methods used to investigate spray and combustion characterisation in 

Diesel engine experimentally have been reviewed.       
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3. COMPARATIVE ANALYSIS OF THE MODELS FOR FUEL   

DROPLET HEATING AND EVAPORATION  

 

As mentioned in Chapter 2, the importance of the development of accurate 

and computer efficient models, describing fuel droplet heating and evaporation 

in engineering and environmental applications, is widely recognised (for 

example, Lefebvre, 1989; Sirignano, 1999; Sazhin, 2006). In most of these 

applications, the processes of droplet heating and evaporation have to be 

modelled alongside the effects of turbulence, combustion, droplet break-up and 

related phenomena in complex three-dimensional enclosures (for example, 

Bertoli and Migliaccio, 1999; Sazhina et al., 2000). This has led to a situation 

where finding a compromise between the complexity of the models and their 

computational efficiency becomes the essential precondition for successful 

modelling. Several simplified models for droplet heating and evaporation have 

been developed (Sazhin, 2006). In these models the sophisticated underlying 

physics was described using relatively simple mathematical tools. Some of these 

models, including those taking into account the effects of the temperature 

gradient inside droplets, recirculation inside them and their radiative heating, 

were implemented into numerical codes focused on simulating droplet 

convective and radiative heating, evaporation and the ignition of fuel vapour/air 

mixture (Sazhin et al., 2005a,b). These are discussed in Chapter 2.  

Although the results reported by Sazhin et al. (2005a,b) have clearly 

demonstrated the usefulness of the new numerical model for droplet heating, 

based on the analytical solution of the heat conduction equation inside a droplet, 

a number of important issued had to be addressed. Firstly, the comparison 

between the accuracy and CPU efficiency of the new model and the one based 

on the numerical solution of the discretised heat conduction equation inside the 

droplet was performed under the assumption that gas parameters are fixed (non-

coupled solution). Secondly, the predictions of the new model were studied 

based on one of the simplest models for the gas phase. The sensitivity of the 

results to the choice of the gas phase model was not investigated. 

The main objective of this chapter is to extend further the analysis reported 

by Sazhin et al. (2005a,b) with a view to clarifying the above mentioned two 
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issues. The performance of the new model, developed by Sazhin et al. (2005a,b), 

will be investigated taking into account the coupling of liquid and gas phases, 

and using various models for the gas phase. The models used in the analysis are 

discussed in Chapter 2. The numerical procedure and properties of the fuels and 

mixture are presented in Appendices A, B, C and D. The main results of this 

chapter are presented in the paper by Sazhin, Kristyadi et al. (2006).  

 

3.1 Monodisperse spray: Effect of gas phase models 

This section is focused on the investigation of the effects of the choice of 

a gas phase model on fuel droplet heating and evaporation. The break-up 

processes and chemical reactions in the gas phase are ignored. The temperature 

gradient inside droplets and recirculation in them are taken into account based on 

the effective thermal conductivity (ETC) model and the analytical solution 

(2.1.22) (Sazhin et al., 2005b). The physical properties of fuel, except radiation 

properties were taken as for n-dodecane (see Appendix A). The radiation 

properties of fuel were based on the results of the measurements of the 

absorption coefficient of low sulphur ESSO AF1313 Diesel fuel used in cars 

(Sazhin et al., 2004a). Following Sazhin et.al. (2005b) it was assumed that 

droplets were injected at room temperature (Td = 300 K) into air at temperature 

of 880 K and gas pressure of 3 MPa. The relatively low gas pressure for Diesel 

engine conditions was chosen to avoid the analysis of supercritical heating and 

evaporation. The overall volume of injected liquid fuel was taken equal to 1 

mm3, and the volume of air, where the fuel was injected, was taken equal to 883 

mm3. In this case, provided that all fuel is evaporated without combusting, the 

fuel vapour/ air mixture is expected to become close to stoichiometric (Sazhin et 

al., 2005b).  

At first the radiation effects are ignored. The initial droplet radius and 

velocity are assumed to be equal to 10 µm and 1 m/s, respectively. The plots of 

droplet radius Rd and surface temperature Ts versus time for gas phase Models 0-

6 are shown in Figure 3.1.1. As follows from this figure, the effect of the choice 

of the gas model on time evolution of Ts is relatively small, especially at the very 

initial stage of heating. However, this effect on time evolution of Rd is clearly 

visible. The difference in the evaporation times predicted by various models can 
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reach almost 15%. If we assume that Model 6 is the most accurate one, as the 

one based merely on experimental data, then we can conclude that the most 

accurate semi-theoretical models are Models 3 and 4, and the least accurate is 

Model 0 used by Sazhin et al. (2005b). Interestingly, the prediction of Model 3 is 

closer to the prediction of Model 6 than the prediction of Model 4, although 

Model 4 is expected to be more accurate than Model 3.  

 
 

Figure 3.1.1 Plots of Ts and Rd versus time for the initial gas temperature         
Tg0 = 880 K, gas pressure Pg0 = 3 MPa, initial droplet temperature 
Td0 = 300 K, initial droplet radius Rd0 = 10 µm and velocity           
vd0 = 1 m/s. The overall volume of injected liquid fuel was taken 
equal to   1 mm3, and the volume of air, where the fuel was 
injected, was taken equal to 883 mm3. The results were obtained 
based on the effective thermal conductivity (ETC) model, the 
analytical solution of the heat conduction equation, and using seven 
gas phase models. The effects of thermal radiation are ignored. The 
saturation temperature is 553 K (Poling et. al., 2000)  

 
The same plots as in Figure 3.1.1 but for the droplet initial velocity 10 

m/s, are shown in Figure 3.1.2. The closeness between temperature curves in 

Figure 3.1.2 is about the same as in the case shown in Figure 3.1.1, but the 

deviation of the plots for the droplet radii is noticeably greater in this case than 

in the case shown in Figure 3.1.1. The difference in the evaporation times 

predicted by various models in this case can reach about 20%. As in the case 

shown in Figure 3.1.1, the evaporation time predicted by Model 4 is close to the 
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one predicted by Model 6. In contrast to the case shown in Figure 3.1.1, 

however, the evaporation times predicted by Models 3 and 6 are noticeably 

different. The difference in Models 3 and 4 lies in the values of F(BM) and  

F(BT) (see Equations (2.2.50) and (2.2.51)). The contribution of the terms 

containing these functions in Equations (2.2.50) and (2.2.51) is proportional 

to dRe . Hence the accuracy of calculating these terms is more important in the 

case of the droplet with the initial velocity 10 m/s (Figure 3.1.2) than in the case 

of the droplet with the initial velocity 1 m/s (Figure 3.1.2). 

 
Figure 3.1.2 The same as Figure 3.1.1 but for the initial droplet velocity equal to 

10 m/s 
 

In Figures 3.1.3 and 3.1.4 the same plots as in Figures 3.1.1 and 3.1.2 are 

shown, but for the droplets with the initial radii equal to 50 µm. The same 

closeness between the plots for Rd predicted by Models 4 and 6 as in Figures 

3.1.1 and 3.1.2, can be clearly seen in Figures 3.1.3 and 3.1.4. Note that in the 

case of Figures 3.1.3 and 3.1.4, the values of dRe  are 5  larger than in the 

case of Figures 3.1.1 and 3.1.2. Hence the contribution of the terms F(BM) and 

F(BT ) is expected to be more important in the cases shown in Figures 3.1.3 and 

3.1.4 than in the cases shown in Figures 3.1.1 and 3.1.2. 
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Figure 3.1.3 The same as Figure 3.1.1 but for the initial droplet radius equal to 

50 µm 
 

 

Figure 3.1.4 The same as Figure 3.1.2 but for the initial droplet radius equal to 
50 µm 
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Figure 3.1.5 The same as Figure 3.1.1 but taking into account the effects of 
thermal radiation assuming that Text = 2000 K 

 

 
 
Figure 3.1.6 The same as Figure 3.1.2 but taking into account the effects of 

thermal radiation assuming that Text = 2000 K 
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In Figures 3.1.5 and 3.1.6 the same plots as in Figures 3.1.1 and 3.12 are 

shown but for the case when the radiative heating of droplets is taken into 

account. We assumed that the gas is optically thin and the radiative heating is 

performed by the external source (remote flame) with temperature Text = 2000 K. 

This value of Text is realistic for Diesel engines (Flynn et al., 1999; Sazhina et al., 

2000). Comparing Figures 3.1.1 and 3.1.5 we can see that the effect of thermal 

radiation leads to a reduction in the evaporation time by about 5%.  

In the cases shown in Figures 3.1.2 and 3.1.6 this reduction of the 

evaporation time due to thermal radiation is much smaller than in the cases 

shown in Figures 3.1.1 and 3.1.5. This can be related to the fact that in the cases 

shown in Figures 3.1.2 and 3.1.6, the convective heating of droplets is larger 

than in the cases shown in Figures 3.1.1 and 3.1.5, due to larger initial droplet 

velocities. Hence, the relative contribution of the radiative heating is smaller in 

the cases shown in Figures 3.1.2 and 3.1.6 than in the cases shown in Figures 

3.1.1 and 3.1.5. As in the cases shown in Figures 3.1.1 - 3.1.4, the temperature 

plots shown in Figures 3.1.5 and 3.1.6 predicted by all seven models are rather 

close, at least at the initial stage of droplet heating and evaporation. In contrast to 

the cases shown in Figures 3.1.1 - 3.1.4, the maxima on the temperature plots 

can be seen. The physical meaning of these maxima is discussed by Abramzon 

and Sazhin (2005, 2006). 

As pointed out in Abramzon and Sazhin (2006), in the absence of 

thermal radiation, the droplet temperature approaches some equilibrium or ‘wet-

bulb’ temperature, at which all of the heat coming to the droplet surface from the 

gas is spent on evaporation (latent heat), and the net heat penetrating to the 

liquid phase becomes zero. In the presence of radiation, however, the droplet 

surface temperature continues to rise above that wet-bulb temperature, due to 

radiation energy supplied to the droplet interior. As the surface droplet 

temperature grows, the heat coming to the droplet surface by convection 

decreases, but the heat spent on evaporation increases. As a result, the direction 

of the net heat flux inside the droplet becomes negative (heat flows from droplet 

centre to droplet surface). During the process of evaporation, the total radiative 

power absorbed by the droplet (droplet volume times P(R)) decreases 
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approximately proportionally to 62.

dR  (see Equation (2.1.38) in which b ≈ 0.6). 

The power lost by the droplets during the conduction heat transfer from the 

droplet centre to the droplet surface is approximately proportional to droplet 

surface area divided by droplet radius (proportional to Rd). Hence, at a certain 

radius, the power lost by the droplet during the conduction heat transfer becomes 

equal to the radiative power absorbed by the droplet. This corresponds to the 

maximum droplet average temperature. The moment this happens is expected to 

be close to the moment when the maximum droplet surface temperature is 

reached. For smaller droplet radii, the power loss is expected to dominate over 

the radiative power absorbed by the droplet, and the droplet average and surface 

temperatures are expected to decrease. This is consistent with predictions of at 

least some of the models shown in Figures 3.1.5 and 3.1.6. As in the case of 

Figures 3.1.1 – 3.1.4, the closeness between the plots for Rd predicted by Models 

4 and 6 is clearly seen. 

 

 
Figure 3.1.7 The same as Figure 3.1.3 but taking into account the effects of 

thermal radiation assuming that Text = 2000 K 
 



Chapter 3: Comparative analysis of the models for fuel droplet heating and evaporation 

 51 

 

In Figures 3.1.7 and 3.1.8 the same plots as in Figures 3.1.5 and 3.1.6 are 

shown, but for the droplets with the initial radii equal to 50 µm. Comparing 

Figures 3.1.3 and 3.1.7, we can see that the reduction of the evaporation time 

due to the effect of thermal radiation in the case of large droplets, is much more 

significant than in the case of small droplets, as would be expected (see 

Abramzon and Sazhin, 2005, 2006). The same significant reduction of the 

evaporation time can be seen in the case when the droplet initial velocity is equal 

to 10 m/s (compare Figures 3.1.4 and 3.1.8). The maxima in the temperature 

plots are more clearly seen in Figures 3.1.7 and 3.1.8 than in Figures 3.1.5 and 

3.1.6. As in the case of Figures 3.1.1 – 3.1.6, the closeness of the Rd curves 

predicted by Models 4 and 6 is clearly seen in Figures 3.1.7 and 3.1.8. 

 

 
Figure 3.1.8 The same as Figure 3.1.4 but taking into account the effects of 

thermal radiation assuming that Text = 2000 K 
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The same closeness between the predictions of Models 4 and 6 was 

observed when the pressure was reduced to 2 MPa. Also this result remained the 

same when the data for n-dodecane molecules reported by Hirschfelder et al. 

(1967) rather than by Paredes et al. (2000) were used, or the reference 

temperature and fuel vapour mass fraction in Model 6 were calculated similarly 

to Models 0-5. The summary of the evaporation time errors predicted by Models 

0 – 5 relative to Model 6 for gas pressure 2 MPa are presented in Figures 3.1.9 

and 3.1.10. These errors were calculated based on the comparison of evaporation 

times predicted by Model 0 to Model 5 relative to Model 6 (for example, the 

error of evaporation time predicted by Model 0 : 100% x (evaporation time of 

Model 6 – evaporation time of Model 0)/evaporation time of Model 6). 

As can be seen from Figures 3.1.9 and 3.1.10, Model 4 has consistently 

the lowest evaporation time error relative to Model 6. Hence, our 

recommendation is to use gas Model 4 for the analysis of fuel droplet heating 

and evaporation rather than Model 0 as used by Sazhin et al. (2005b).  

 
Figure 3.1.9 Errors of evaporation time predicted by various models relative to 

Model 6 versus the initial droplet radius, using the initial droplet 
velocity 1 m/s and gas pressure 2 MPa. The effects of radiation are 
ignored   
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Figure 3.1.10 The same as Figure 3.1.9 but for the initial droplet velocity 10 m/s   

 

The main advantage of Model 4 compared with Model 6 is that the 

former takes into account the underlying physics more accurately than the latter. 

For example, Equation (2.2.5) predicts that 

∞→∝
∂
∂

dd

1
ReRe

Nu
 

when Red → 0, which is clearly unphysical (cf. analysis of Models 1 and 2 by 

Abramzon and Sirignano, 1989).  

 

3.2 Monodisperse spray: Effect of liquid phase models 

Results of preliminary analysis of the effects of liquid phase models on 

droplet heating and evaporation are presented by Sazhin et al. (2005a,b). In the 

first paper, a one way process of droplet heating was considered, assuming that 

the gas parameters were fixed. In the second paper, a more in-depth analysis was 

performed, taking into account the coupling between droplets and gas. However, 

this analysis was based on only one gas model (Model 0) and no investigation of 

the effects of various gas models was performed. As follows from the analysis of 

the previous section, the most reliable semi-theoretical gas model is Model 4. 

Hence, we repeated the analysis of Sazhin et al. (2005b), but using Model 4. The 

result was essentially the same as reported by Sazhin et al. (2005b). Namely, the 

numerical algorithms taking into account temperature gradients inside droplets, 
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based on the analytical solution of the heat conduction equation and its 

numerical solution, predict practically the same results in a wide range of 

parameters typical for Diesel engines. In both cases the time step was taken as 

0.001 ms. For the numerical solution of the heat conduction equation inside the 

droplets, 100 cells along the radius were used.  

The evaporation time predicted by both these algorithms was close to the 

evaporation time predicted by the model, based on the assumption of no 

temperature gradient inside the droplets (ITC model or liquid phase Model 2). 

However, a noticeable difference in temperatures was observed at the initial 

stage of droplet heating and evaporation. This is illustrated in Figure 3.2.1 for 

the droplets with the initial radius equal to 10 µm and initial velocity 1 m/s 

injected into the gas with the same parameters as in the case shown in Figure 

3.1.1. 

 
Figure 3.2.1 The same as Figure 3.1.1 but using three liquid phase numerical 

algorithms: the algorithm based on the analytical solution of the 
heat conduction equation inside the droplet (1), the algorithm based 
on the numerical solution of the heat conduction equation inside the 
droplet (2), the algorithm based on the assumption that the thermal 
conductivity inside droplets is infinitely large (3) 
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Comparing Figures 3.1.1 and 3.2.1, one can see that the differences in 

evaporation time due to the choice of the liquid phase model are negligible, 

compared with the differences due to the choice of the gas phase model. 

However, the differences in the estimate of the droplet surface temperature at the 

initial stages of droplet heating and evaporation due to the choice of the gas 

phase model are negligible, compared with the differences due to the choice of 

the liquid phase model. Hence, to predict accurately the time evolution of both 

droplet radius and surface temperature, accurate modelling of both gas and liquid 

phase is required. 

The same conclusion could be inferred from the plots for droplet initial 

velocity 10 m/s, and for both these velocities and the initial droplet radius 50 µm. 

For this initial radius, the effects produced by the choice of the liquid phase 

model were more pronounced than in the case of the initial droplet radius equal 

to 10 µm. The curves for the parabolic temperature profile model in most cases 

lay between the curves for the model, based on the assumption of the infinite 

thermal conductivity of droplets, and the effective thermal conductivity model. 

As can be seen from Figure 3.2.1, for the sufficiently small time step and 

large number of cells along the radius (in the case of the numerical solution of 

the heat conduction equation), predictions of the numerical algorithms based on 

the analytical solution of the heat conduction equation, and its numerical 

solution, practically coincide. In most practical applications, however, the choice 

of numerical algorithms is based not merely on their accuracy, but also on a 

reasonable compromise between accuracy and computer efficiency. Assuming 

that gas parameters are fixed, it was shown in Sazhin et al. (2005a) that for the 

time steps in the range between 1 µs and 0.1 ms, the numerical algorithm based 

on the analytical solution of the heat conduction equation is always more 

accurate and less CPU intensive than the algorithm based on the numerical 

solution of this equation.  

The analysis of Sazhin et al. (2005a) was repeated taking into account the 

coupling between droplets and gas and using gas Model 4. The same gas and 

droplet parameters as in Figure 3.2.1 were used. The results are shown in Figure 

3.2.2. This figure essentially confirms the conclusion made by Sazhin et al. 

(2005a) regarding the accuracy and CPU efficiency of the numerical algorithm 

based on the analytical solution of the heat conduction equation. 
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Figure 3.2.2 Plots of error and CPU times of the calculations of the evaporation 
time versus time step for the same set of parameters as in Figure 
3.2.1. The errors were calculated relative to the predictions of the 
numerical solution of the discretised heat conduction equation with 
∆t = 10-6 s and using 1000 nodes along the droplet radius. Curves 
(1) and (2) refer to CPU times required by the numerical algorithms 
based on the analytical and numerical solutions of the heat 
conduction equation inside the droplet respectively. Curves (3) and 
(4) refer to errors in predictions of the numerical algorithms based 
on the analytical and numerical solutions of the heat conduction 
equation inside the droplet respectively 

 

 

3.3 Modelling versus experiments 

As in Sazhin et al. (2005b), the experimental results reported by 

Belardini et al. (1992) and Nomura et al. (1996) were used for comparison with 

predictions of the model. In the experiment conducted by Belardini et al. (1992), 

10−9 g of tetradecane was injected at a temperature of 300 K and an initial 

velocity of 6 m/s through a hole of 0.28 mm diameter into a 100 cm3 chamber. 

The chamber was filled with air at 1 bar, and the initial temperatures were in the 

range from 473 K to 673 K. The evolution of droplet diameter during the 
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evaporation process was measured starting with droplet diameter equal to 72 µm. 

The results of measurements were presented in the form of a plot of (Rd/Rd0)2 

versus time t and are shown in Figure 3.3.1. In the same figure, the time 

evolution of this variable, predicted by algorithms described in Chapter 2, are 

presented. The calculations were performed using the effective thermal 

conductivity (ETC) model for the liquid phase and Model 4 for the gas phase 

(Curve 1), ETC model for the liquid phase and Model 0 for the gas phase with 

the same values of parameters as used by Sazhin et al. (2005b) (Curve 2), 

infinite thermal conductivity (ITC) model for the liquid phase and Model 4 for 

the gas phase (Curve 3), ETC model for the liquid phase and Model 4 for the gas 

phase, using the parameters reported by Hirschfelder et al. (1967) for tetradecane 

molecules (used for calculation of the binary diffusion coefficient) (Curve 4). 

The parameters reported by Paredes et al. (2000) for tetradecane molecules were 

used for Curves 1-3. The physical properties of tetradecane, used in the 

calculations, are given in Appendix A. The effect of thermal radiation was taken 

into account assuming that the radiation temperature is equal to the gas 

temperature. 

 
Figure 3.3.1 The values of (Rd/Rd0)2 for evaporating tetradecane droplets versus 

time, as measured by Belardini et al. (1992), and the results of 
calculations based on algorithms described in Chapter 2. The values 
of the initial gas temperatures are indicated near the curves 
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As follows from Figure 3.3.1, gas Models 0 and 4 predict slightly 

different time evolution of the droplet radius, but both of them seem to show 

qualitative agreement with experimental data. The agreement of the prediction of 

Model 4 with experimental data is better than that of Model 0 for the initial gas 

temperature 673 K, but is marginally worse for the initial gas temperature 473 K. 

The predictions of ETC and ITC models (Curves 1 and 3) are practically the 

same, in agreement with the earlier result reported by Sazhin et al. (2005b). The 

visible difference between Curves 1 and 4 indicates rather strong dependence of 

the prediction of gas Model 4 on the values of the binary diffusion coefficient. 

There is still much uncertainty regarding the latter values and this is translated 

into uncertainty of the prediction of the droplet evaporation models. 

The experimental data reported by Nomura et al. (1996) were obtained 

for suspended n−heptane droplets in nitrogen atmosphere at pressures in the 

range between 0.1 and 1 MPa and temperatures in the range between 400 K and 

800 K. Droplet initial radii varied from 300 µm to 350 µm. The experiments 

were performed under microgravity conditions. The experimentally observed 

values of (Rd/Rd0)2 versus t for pressure 0.1 MPa, initial gas temperatures 471 K, 

555 K, 648K, 741 K, and the initial droplet radii equal to 300 µm, are shown in 

Figure 3.3.2. Also, the results of calculations for the same values of parameters 

are shown. The calculations were based on the same models as used in Figure 

3.3.1. The physical properties of n-heptane are given in Appendix A. 

As follows from Figure 3.3.2, for the initial gas temperature 471 K, the 

predictions of all models under consideration are practically the same. For higher 

initial temperatures, however, the agreement between the experimental data and 

the prediction of Model 4 appears to be consistently worse than with the 

prediction of Model 0. As in the case reported by Sazhin et al. (2005b), taking 

into account the finite thermal conductivity of droplets and recirculation in them, 

slightly improves the agreement of prediction of the model with experimental 

data. The effect of binary diffusion coefficient on the values of Rd is relatively 

small in this case. 
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Figure 3.3.2 The values of (Rd/Rd0)2 for evaporating n-heptane droplets versus 
time for the initial pressure of 0.1 MPa, as measured by Nomura et 
al. (1996), and the results of calculations for the same combination 
of liquid and gas models as in Figure 3.3.1. The values of the initial 
gas temperatures are indicated near the curves 

 

 

Plots of droplet surface temperature Ts versus t for the same parameters 

as in Figure 3.3.2 are shown in Figures 3.3.3 and 3.3.4. As can be seen in Figure 

3.3.4, at the very initial stage of droplet heating and evaporation, the values of Ts 

are relatively insensitive towards the choice of gas phase model (Curves 1, 2 and 

4 are rather close), but depend strongly on the choice of the liquid phase model 

(cf. Curves 1 and 3). The values of Ts predicted by the ITC model are much less 

than those predicted by the ETC model at the very initial stage of droplet heating 

regardless of the choice of the gas phase model. 
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Figure 3.3.3 The plots of Ts versus time for the same values of parameters as in 

Figure 3.3.2, calculated using the same liquid and gas phase models 
as in this figure 

 

 
Figure 3.3.4 Zoomed part of Figure 3.3.3 referring to the very initial stage of 

evaporation 
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At intermediate times both liquid and gas phase models affect the values of Ts 

(see Figure 3.3.3). During longer times the effects of liquid phase model on the 

values of Ts are negligible in most cases, and the predicted values of this 

temperature depend mainly on the choice of the gas phase model (see Figure 

3.3.3). Note that, as in the cases shown in Figures 3.1.5 – 3.1.8, all models 

predict the maximal values of droplet surface temperature at certain moments of 

time. These maxima are related to the contribution of thermal radiation, as 

discussed earlier (cf. Figures 3.1.5 – 3.1.8). 

 
Figure 3.3.5 The same as in Figure 3.3.2 but for the initial gas pressure of 0.5 

MPa 
 

The plots similar to those shown in Figure 3.3.2 but for pressure 0.5 

MPa, and various initial gas temperatures, are shown in Figure 3.3.5. As follows 

from this figure, for the initial gas temperature 468 K, the predictions of all 

models are close, as in the case shown in Figure 3.3.2. At larger initial 

temperatures, the predictions of gas Model 4 are marginally closer to the 

experimental data at the initial stages of evaporation. However, during longer 

times the predictions of gas phase Model 0 with parameters used by Sazhin et al. 

(2005b) seem to be in better agreement with experimental data than the 
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predictions of gas phase Model 4. The effect of the binary diffusion coefficient 

on the values of Rd is relatively small in this case, as shown in Figure 3.3.2. In 

agreement with the results reported by Sazhin et al. (2005b), the ETC model 

predicts marginally more accurate results compared with the ITC one, similar to 

the case of lower pressure (see Figure 3.3.2). The comparison of the 

experimental results and the predictions of the models for the initial gas pressure 

1 MPa and various initial gas temperatures is shown in Figure 3.3.6. The 

conclusions, which are obtained from the observation of this figure, are 

essentially the same as those which follow from Figure 3.3.5. The corresponding 

plots of Ts versus t have properties similar to those shown in Figures 3.3.3 and 

3.3.4 for pressure 0.1 MPa. 

 

 
Figure 3.3.6 The same as in Figure 3.3.2 but for the initial gas pressure of 0.1 

MPa 
 

To summarise the results presented in this section, the comparison 

between the predictions of the models and experimental data reported by 

Belardini et al. (1992) and Nomura et al. (1996), is rather inconclusive. Namely, 

these data cannot support any of the gas phase models under consideration. The 
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effect of liquid phase models is relatively small in the general case, and it leads 

to marginally better agreement between the predictions of the models and 

experimental data. 

 

3.4 Effects of droplet break-up and autoignition 

The models and experimental results considered so far did not take into 

account the effects of autoignition of fuel vapour/ air mixture, and the effects of 

droplet break-up. In this section both these effects are taken into account. As in 

Sazhin et al. (2005b), the Shell autoignition model and the bag/ stripping droplet 

break-up models are used. These models are described in Sazhin et al. (2005b). 

As in Sazhin et al. (2005b), we use the experimental data on the total 

ignition delay times reported by Tanabe et al. (1995), for comparison with the 

prediction of some of the models described in Chapter 2. In the experiment 

described by Tanabe et al. (1995), n-heptane droplets with the initial radii of 350 

µm were suspended in air at pressure 0.5 MPa. The droplets diameters were 

measured within ± 50 µm. A furnace able to generate almost uniform gas 

temperature (from room temperature to 1100 K) was constructed and used for 

this experiment. The igniting droplets were observed by a Michelson 

interferometer so that the time-dependent temperature distribution around them 

could be estimated. Interferometric images were stored on an 8 mm video tape 

with a frame rate of 50 s−1 and were analysed by computer image processing. 

The experiment was performed under microgravity conditions by using a 110 m 

drop tower. This enabled the authors to observe spherically symmetrical 

phenomenon, that could be compared with the one-dimensional theoretical 

analysis (Tanabe et al., 1995). 

The volume of air used in the experiment was not specified, but it can be 

assumed that this volume was rather large. As in Sazhin et al. (2005b), lean 

ignition limit was taken when the equivalence ratio is equal to 0.5 for the initial 

gas temperature Tg0 = 600 K. This corresponds to the case when the volume of 

air is equal to that of a sphere with the radius equal to 19.1 radii of droplets. The 

observed total ignition delay times (physical + chemical ignition delays) versus 

initial gas temperatures are shown in Figure 3.4.1. In the same figure, the total 

ignition delay times predicted by the same models as used in Figures 3.3.1 – 
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3.3.6 are shown. The calculations were based on the Shell model with Af4 = 3× 

106 (Sazhina et al., 1999, 2000). 

 

 
Figure 3.4.1 The values of the total ignition delay time for evaporating n-heptane 

droplets versus initial gas temperature, as measured by Tanabe et 
al. (1995), and the results of calculations based on the same 
combination of liquid and gas phase models as in the cases shown 
in Figures 3.3.1 – 3.3.6. The version of the Shell autoignition model 
described by Sazhina et al. (1999, 2000) was used with the 
coefficient Af4 = 3 × 106. The ratio of the volumes of air and liquid 
droplets was taken equal to 19.13 = 6967.871 to provide the 
equivalence ratio 0.5 for Tg0 = 600 K 

 

 

As follows from Figure 3.4.1, Curves 1, 2 and 4 are very close to each 

other. This means that the predicted total ignition delay is practically 

independent of the choice of the gas phase model. At the same time, the visible 

difference between these curves and Curve 3 indicates a strong effect of the 

finite thermal conductivity of the droplets and recirculation in them on the total 

ignition delay. This result is similar to the one reported by Sazhin et al. (2005b) 

and shows the need of taking into account the effects in the liquid phase in 
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modelling of the ignition delay. Note that the agreement between the predictions 

of the ETC model with experimental data for initial gas temperatures greater 

than about 650 K, shown in this figure, cannot be interpreted as the experimental 

validation of the model, due to the uncertainty of the parameters of the Shell 

model. 

The rest of this section will focus on the investigation of the effects of 

various liquid and gas models on droplet heating and evaporation, and the 

ignition of fuel vapour/ air mixture in a monodisperse spray, taking into account 

the droplet break-up effect. The effect of thermal radiation is ignored. The fuel is 

approximated by n-dodecane (see Appendix A). Gas and liquid parameters are 

the same as in the cases shown in Figures 3.1.1 – 3.1.8 and 3.2.1- 3.2.2. The 

autoignition process is assumed to be completed when the fuel vapour/ air 

temperature reached 1100 K. 

 

 
Figure 3.4.2 The values of the evaporation time versus initial gas temperature 

calculated based on the same combination of liquid and gas 
models as in the cases shown in Figures 3.3.1-3.3.6 and 3.4.1. 
Bag and stripping droplet break-ups were taken into account. The 
initial droplet diameter and velocity are taken equal to 50 µm and 
50 m/s respectively. Symbols indicate the values of gas 
temperatures for which the evaporation times were calculated 
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Figure 3.4.2 illustrates the effect of various gas and liquid models on 

droplet evaporation time at various initial gas temperatures in the presence of 

break-up, but without taking into account chemical reactions in the gas phase. 

The initial droplet diameter and velocity are assumed equal to 50 µm and 50 m/s 

respectively. Symbols in the figure indicate the values of the initial gas 

temperatures for which calculations of the evaporation time were performed. As 

one can see from Figure 3.4.2, in the presence of break-up, the contribution of 

gas and liquid models to the values of evaporation time are of the same order of 

magnitude. This situation is different from the one presented in Figures 3.1.1 – 

3.1.8 where it was shown that in the absence of break-up the contribution of the 

liquid phase models to the evaporation time is negligible. In all cases shown in 

Figure 3.4.2, taking into account the effects of finite thermal conductivity in 

droplets and recirculation in them, leads to a prediction of shorter evaporation 

times in agreement with the results reported by Sazhin et al. (2005b). At small 

initial gas temperatures (less than about 900 K) this predicted increase in the 

evaporation time is relatively small. At larger initial gas temperatures, however, 

this effect becomes noticeably stronger. At Tg0 = 1200 K the evaporation time 

predicted by the ITC model is approximately twice as large compared with the 

one predicted by the ETC model. The effect of the binary diffusion coefficient 

on the evaporation time is relatively small. The discussion about the physical 

background of some of these effects is given in Sazhin et al. (2005b). 

The plots of the total ignition delay versus the initial gas temperature Tg0 

in the presence of break-up for the same droplets as used in Figure 3.4.2, are 

shown in Figure 3.4.3. The Shell autoignition model with Af4 = 3 × 106 was used 

(Sazhina et al. 1999, 2000). As in Figure 3.4.2, symbols indicate the values of 

the initial gas temperatures for which the calculations were performed. As can be 

seen from Figure 3.4.3, in all cases the ignition delay decreases with increasing 

Tg0. As in the case of the evaporation time shown in Figure 3.4.2, the total 

ignition delay depends on the choices of both gas and liquid phase models. At 

Tg0 close to 950 K the time delays predicted by gas Models 4 and 0 almost 

coincide. This result agrees with the one shown in Figure 3.4.1. For the initial 

gas temperatures greater than about 890 K, the ITC model predicts longer total 

ignition delays compared with the ETC model in agreement with the result 
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reported by Sazhin et al. (2005b). The effect of the binary diffusion coefficient 

on the total ignition delay is visible but not dominant. 

 

 

 
Figure 3.4.3 The plots of the total ignition delay versus the initial gas 

temperature Tg0 in the presence of the break-up for the same 
droplets as used in Figure 3.4.2, calculated based on the same 
models as in the cases shown in Figures 3.3.1-3.3.6 and Figures 
3.4.1-3.4.2. The Shell autoignition model with Af4 = 3 × 106 was 
used (see Sazhina et al., 1999, 2000). Symbols indicate the values 
of gas temperature for which the ignition delay times were 
calculated 

 

To summarise the results presented in this section, we can conclude that 

the choices of gas and liquid models are equally important for the correct 

estimate of droplet evaporation and the ignition of fuel vapour/air mixture in the 

presence of droplet break-up. Ignoring the effects of finite thermal conductivity 

of droplets and recirculation in them in this case (as typically done in most 

commercial CFD codes) could lead to unacceptably big errors in predictions of 

these parameters. 
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3.5 Conclusions to Chapter 3 

A comparative analysis of liquid and gas phase models for fuel droplet 

heating and evaporation, suitable for implementation into computational fluid 

dynamics (CFD) codes, is presented. The analysis is focused on the liquid phase 

model based on the assumption that the liquid thermal conductivity is infinitely 

large (infinite thermal conductivity (ITC) model), and the so called effective 

thermal conductivity (ETC) model suggested by Abramzon and Sirignano 

(1999). Seven gas phase models are compared. These are six semi-theoretical 

models based on various assumptions and a model based on the approximation 

of experimental data. It is pointed out that the gas phase model, taking into 

account the finite thickness of the thermal boundary layer around the droplet, in 

the form suggested by Abramzon and Sirignano (1999), predicts the evaporation 

time closest to the one based on the approximation of experimental data. This 

gas phase model is recommended for practical applications in CFD codes. In 

most cases, the predicted droplet evaporation time depends strongly on the 

choice of the gas phase model. The dependence of this time on the choice of the 

liquid phase model, however, is weak if the droplet break-up processes are not 

taken into account. On the other hand, the dependence of the droplet surface 

temperature at the initial stage of heating and evaporation, on the choice of the 

gas phase model is weak, while its dependence on the choice of the liquid phase 

model is strong. The direct comparison of the predictions of various gas models 

with experimental data for droplet evaporation in the absence of break-up 

reported by Belardini et al. (1992) and Nomura et al. (1996) leads to 

inconclusive results. None of gas phase models under consideration can be 

supported by all experimental data presented. The ETC model leads to a 

marginally better agreement with experimental data than the ITC model. 

Several liquid and gas phase models were used for modelling droplet 

heating and evaporation, together with the autoignition of the mixture of air and 

fuel vapour produced by evaporating droplets. The chemical part of the 

autoignition process was modelled based on the Shell model in the form 

suggested by Sazhina et al. (1999). The results were compared with 

experimental data reported by Tanabe et al. (1995). It is pointed out that the 

predicted total ignition delay (physical and chemical delays) depends weakly on 

the choice of the gas phase model for the values of parameters used by Tanabe et 
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al. (1995). Its dependence on the choice of the liquid phase model turned out to 

be strong, in agreement with the earlier results presented by Sazhin et al. 

(2005b). In the presence of droplet break-up processes, the evaporation time and 

the total ignition delay depend both on the choice of gas and liquid phase 

models. 
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4. APPROXIMATE ANALYSIS OF THERMAL RADIATION 

ABSORPTION IN FUEL DROPLETS 

 

As mentioned in Chapter 2, more advanced models for radiation absorption 

in Diesel fuel droplets have been developed by Dombrovsky (2004), Dombrovsky 

and Sazhin (2003c, 2004). These take into account the distribution of absorption 

inside droplets. None of these models, however, seem to be suitable for 

implementation into CFD codes due to excessive CPU requirements (Sazhin, 2006; 

Sazhin et al., 2004a, 2005a; Abramzon and Sazhin, 2005, 2006). Therefore in 

practical applications, implementing the distribution of radiation absorption inside 

droplets seems to be of limited potential. Simplified but accurate models have been 

developed by Dombrovsky et al. (2001) and Sazhin et al. (2004a) (see Equation 

(2.1.38)). There are two main shortcomings in the model developed by Dombrovsky 

et al. (2001) and Sazhin et al. (2004a). Firstly, the analysis in these papers was 

focused only on Diesel fuels (although various types of these fuels were 

considered). Secondly, the accuracy of the aforementioned approximation of the 

absorption efficiency factor was shown to be poor when the range of droplet radii 

was large (typical values of droplet radii in Diesel engines are in the range 2 µm – 

200 µm). The focus of this chapter is mainly to address these matters.  

The analysis of this chapter is started with analysis of experimental studies 

of the optical properties of gasoline fuel (BP Pump Grade 95 RON ULG), 3-

pentanone and 2,2,4-trimethylpentane (iso-octane). These are presented and 

discussed in Section 4.1. The results are compared with the results for Diesel fuel 

reported earlier by Sazhin et al. (2004a). A new approximation for the efficiency 

factor of absorption of all these fuels in a wide range of droplet radii is suggested 

and discussed in Section 4.2. The results predicted by various approximations are 

compared in Section 4.3. In Section 4.4 the new approximation for the efficiency 

factor of absorption is applied to simulate heating and evaporation of fuel droplets. 

The main results of this chapter are summarised in Section 4.5. 

 

 



Chapter 4: Approximate analysis of thermal radiation absorption in fuel droplets 

 71 

 

4.1 Optical properties of fuels 

Three fuels (i) gasoline fuel (BP Pump Grade 95 RON ULG), (ii) iso-octane 

(CH3)2CHCH2C(CH3)3 and (iii) 3-pentanone CH3CH2COCH2CH3 were used for the 

analyses. Iso-octane and 3-pentanone are most often used in experimental studies of 

gasoline fuel sprays and mixture preparation: iso-octane is 100 RON gasoline and 3-

pentanone is used as a fluorescent dopant for laser induced fluorescence (LIF). The 

results were compared with the earlier results for low sulphur ESSO AF1313 Diesel 

fuel, hereafter referred to as Diesel fuel. The absorption coefficients of fuels were 

measured in the ranges 0.2 µm – 0.8 µm and 0.4 µm – 4 µm. Ultraviolet – visible 

spectra (0.2 µm – 0.8 µm) were obtained using a UV-Visible spectrophotometer 

Shimadzu, model 1601. The spectra were recorded in a 1 cm quartz cell for samples 

diluted with n-hexane. In the range (0.4 µm – 4 µm) the absorption coefficients were 

measured using a Fourier transform infrared (FTIR) spectrometer, (Nicolet FT-IR 

Avatar). A resolution of 8 cm−1 was used, recording 32 scans in a NaCl cell with an 

optical path length of 0.025 mm. The background was recorded as the empty NaCl 

cell. All samples were diluted with chloroform and all measurements were carried 

out at room temperatures. In all cases, the dilution was used when the value of the 

absorption coefficient exceeded the measuring limit of the instrument. The 

corrections for dilutions were made. In contrast to the case previously reported by 

Sazhin et al. (2004a), infrared spectra (4 µm – 6 µm) could not be measured, as the 

FTIR spectrometer (Nicolet FT-IR Nexus) was not operational for significant period 

during the course of this work. The measurement error for the absorption coefficient 

was approximately 5% across the whole range of wavelengths. 

In the range 0.4 µm to 0.8 µm the difference between the results obtained 

using these methods was generally small. Over this range the results obtained using 

a UV-Visible spectrophotometer were considered to be more reliable than those 

obtained using a Fourier transform infrared spectrometer. The reason for this is that 

as one approaches the upper and lower measurement limits of the spectrometer the 

signal to noise ratio decreases, leading to incorrect readings.  
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Results of the calculation of the indices of absorption for all three fuels, 

based on the measurements of the corresponding absorption coefficient, are 

presented in Figure 4.1.1. On the same figure, the previously reported plots by 

Sazhin et al. (2004a) of κ versus λ for Diesel fuel are reproduced. About 2300 

individual measurements were used for presenting each of these plots.  

 

 
Figure 4.1.1 Indices of absorption of four types of fuel: low sulphur ESSO AF1313 

Diesel fuel, gasoline fuel (BP Pump Grade 95 RON ULG), 2,2,4-
trimethylpentane (iso-octane) and 3-pentanone versus wavelength 
λ. The results for Diesel fuel are reproduced from Sazhin et al. (2004a) 

 

As can be seen in Figure 4.1.1, the dependence of κ on the type of fuel is 

noticeable, and there are a number of similarities between the plots. For all fuels, the 

region of semi-transparency in the range 0.5 µm < λ < 1 µm is evident. The index of 

absorption increases by approximately 3 orders of magnitude when λ increases from 

0.5 µm to 1.5 µm. At the same time, some noticeable differences between the 
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indices of absorption of the fuels can be identified. For example, the peak of 

absorption of Diesel fuel at λ ≈ 3.4 µm is much more pronounced than the 

corresponding peaks of absorption of the other fuels. Also the value of λ when this 

peak is observed is shifted from 3.4 µm for Diesel fuel to approximately 3.0 µm for 

other fuels. Strong peaks at around 3.5 µm are related to C-H stretch vibrations of 

non-aromatic molecules, occurring in the range of 3.3 µm - 3.5 µm. Less intense 

peaks at around 3.0 µm are most likely due to the presence of aromatic 

hydrocarbons, in which C-H stretch vibrations from benzene rings are expected. 

This is supported by the absorbance at around 0.25 µm which is characteristic of the 

π-π electron transitions in the aromatic benzene ring. Aromatic hydrocarbons are 

added to gasoline to increase its octane number. The differences in the optical 

properties of the fuels shown in Figure 4.1.1 are expected to produce 4 different 

values of the average absorption efficiency factors of fuel droplets.  

Index of refraction measurements were conducted using the ABBE 60 direct 

reading refractometer at room temperature. This index was measured by turning a 

dual prism combination through an angle, which is proportional to the refractive 

index of liquid placed between the two prisms. The light source was white. It was 

emitted from a tungsten lamp. The angle of light emerging from the combination of 

prisms was measured using a telescope that moved over a calibrated refractive index 

scale. The telescope was focused on the edge of the light beam, which showed up as 

a dark edge in the field of view. The values of refractive indices for the three fuels 

were: gasoline (n = 1.394 ± 0.001); iso-octane (n = 1.389 ± 0.001) and 3- pentanone 

(n = 1.390± 0.001). The measurement of the index of refraction for Diesel fuel was 

n = 1.460 with similar error except in the region of strong absorption (λ ≈ 3.4 µm) 

(Dombrovsky et al., 2003). The relatively weak dependence of n on λ for Diesel fuel 

has only a minor effect on the efficiency factor of absorption of this fuel 

(Dombrovsky et al., 2003). Therefore, this dependence can be ignored when this 

factor is calculated for Diesel fuel (Sazhin et al., 2004a). We assume that this 

conclusion remains valid for other fuels. 
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4.2 Average efficiency factor of absorption 

Following Dombrovsky (2002) and Dombrovsky et al. (2003) the absorption 

efficiency factor of droplets Qa at a given wavelength λ, obtained using detailed Mie 

calculations, is approximated as Equation (2.1.25). This equation gives a better 

approximation for Qa when compared with that used in (Dombrovsky et al., 2001). 

Dombrovsky et al. (2001) and Sazhin et al. (2004a) assumed that the dependence of 

the incoming radiation intensity on λ is close to that of a black body. Using Equation 

(2.1.25) the averaged (over wavelengths) absorption efficiency factor of droplets is 

calculated from Equation (2.1.27). 

The accuracy of Equation (2.1.27) increases with the increased separation 

between λ1 and λ2. The separation is limited by the available experimental facilities. 

In our case this range is between 0.2 µm and 4 µm. This, however, is not the major 

limitation of the model; over the range of the most important radiation temperatures 

for Diesel engine applications (1000 K – 3000 K), the values of λ at which the 

intensity of black body radiation is maximum (λmax), lie in the range between 0.97 

µm and 2.90 µm. Since these values of λmax lie in the range of wavelengths at which 

the measurements were performed and the intensity of thermal radiation decreases 

rapidly when |λ−λmax| increases, it can be assumed that limits 0.2 µm and 4 µm for λ 

provide reasonably accurate values of aQ  as predicted by Equation (2.1.27). 

To illustrate the effect of the range of λ on the value of aQ , the calculations 

have been performed for low sulphur ESSO AF1313 Diesel fuel in the range 0.2 µm 

– 4 µm, using data for κ  shown in Figure 4.1.1 and for the same fuel in the range 0.2 

µm – 6 µm, using data for κ  reported by Sazhin et al. (2004a). The results of these 

calculations are shown in Figure 4.2.1 in the form of the plots of aQ  versus droplet 

radius, for three radiation temperatures: 1000 K, 2000 K and 3000 K. The curves 

calculated in these ranges are close for all three temperatures. Except for the 

smallest droplet radii, the deviation between these curves does not exceed 10%. This 

is comparable with the errors introduced by a number of other assumptions in the 

model. These include errors introduced by approximation (2.1.25) (see Dombrovsky 
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et al. (2001) for the analysis of the accuracy of this approximation) and errors 

introduced by the assumption that the external radiation is that of a black body. 

 

 

Figure 4.2.1 Plots aQ  versus droplet radius for Diesel fuel and three radiation 
temperature: 1000 K, 2000 K and 3000 K (indicated near curves), as 
calculated from Equation (2.1.27). Blue thick curves are based on the 
values of κ in the range 0.2 µm – 6 µm, as reported in Sazhin et al. 
(2004a). Red thin curves are based on the values of κ in the range 0.2 
µm – 4 µm, as shown in Figure 4.1.1 

 

The contribution of thermal radiation absorption at λ < 0.2 µm can be safely 

ignored for all three temperatures (it is well below 0.03%). The maximal possible 

contribution of thermal radiation absorption at λ > 6 µm (assuming that all external 

radiation at these wavelengths is absorbed in droplets) is expected to be 26% for θR 

= 1000 K, 5% for θR = 2000 K and 2% for θR = 3000 K. A more realistic 

contribution of thermal radiation absorption at in this range of λ is expected only 
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from a strong absorption band in the 6.8 µm – 7.5 µm region. In the case of θR = 

1000 K, θR = 2000 K and θR = 3000 K, the maximal contribution from the later 

range is estimated to be 3.8%, 0.9% and <0.3% respectively (Silverstein et. al., 

2005). This is well below the errors shown in Figure 4.2.1. Hence, the application of 

data presented in Figure 4.1.1 for calculation of aQ  based on Equation (2.1.27) can 

be justified.  

Following Dombrovsky et al. (2001) and Sazhin et al. (2004a) the results of 

the calculation of aQ  based on Equation (2.1.27) are approximated by the following 

expression (see Equation (2.1.28)): 
baRd=Λ  
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θR is in K, Rd is in µm, ai is in µm−bK−i, bi is in K−i. 

 

In Dombrovsky et al. (2001), it was assumed that N = 2. In Sazhin et al. 

(2004a) both N = 2 and N = 4 were considered and it was shown that the fourth 

order approximation is particularly important when the radiation temperatures are 

less than 1000 K (when the overall contribution of the thermal radiation in the 

process of droplet heating is small). For radiation temperatures equal or greater than 

1000 K, approximations (4.2.1) and (4.2.2) with N = 2 were used.  

The coefficients ai and bi in Equations (4.2.1) and (4.2.2) were obtained by 

curve fitting and direct comparison of the values of Λ predicted by Equation 

(2.1.28) and aQ  predicted by Equation (2.1.27). Approximation (2.1.28) for N = 2 

shows good agreement with (2.1.27) for Rd in the range 5 µm – 50 µm, but less so 

for Rd in the range 2 µm – 200 µm. 
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Here, in contrast to Dombrovsky et al. (2001) and Sazhin et al. (2004a), 

approximations (4.2.1) and (4.2.2) are not used for the entire range of droplet radii 

(2 µm – 200 µm), but in sub-ranges over Rd. Taking N = 2, the values of coefficients 

ai and bi in various sub-ranges over Rd and various fuels have been calculated. The 

results are shown in Table 4.1. 

 
Type of fuel Rmin 

(µm) 
Rmax 

(µm) 
a0 a1 a2 bo b1 b2 

 2 5 0.177537 -0.111821 0.019098 0.340153 0.163354 -0.020202 

Diesel 5 50 0.181243 -0.117208 0.020356 0.299978 0.232538 -0.032668 

(low sulphur  50 100 0.358073 -0.243320 0.043437 0.070587 0.308590 -0.043973 

ESSO AF1313) 100 200 0.635142 -0.440123 0.079431 -0.075184 0.339893 -0.048833 

 2 5 0.020400 
 

-0.005650 0.000450 0.957600 0.011450 -0.001450 

Gasoline 5 50 0.029100 -0.009300 0.000900 0.771800 0.052950 -0.005850 

(BP Pump Grade 50 100 0.092600 -0.038400 0.004800 0.455900 0.096050 -0.008350 

95 RON ULG) 100 200 0.276800 -0.125450 0.016550 0.215500 0.108950 -0.006950 

 2 5 0.010310 -0.001990 0.000090 0.985320 0.002500 -0.002990 

2,3,4-  5 50 0.013100 -0.003150 0.000150 0.874900 0.023450 -0.002250 

Trimethylpentane 50 100 0.030500 -0.009750 0.000850 0.650100 0.050350 -0.003150 

 100 200 0.076900 -0.027300 0.002600 0.451000 0.055600 -0.000100 

 2 5 0.013100 -0.004000 0.000370 0.940590 0.022660 -0.003220 

3-Pentanone 5 50 0.019200 -0.007250 0.000850 0.736400 0.092500 -0.012800 

 50 100 0.038400 -0.016450 0.002150 0.537500 0.125010 -0.015700 

 100 200 0.065100 -0.024950 0.002750 0.440200 0.088950 -0.006850 

 
 

Table 4.1 The coefficients of ai and bi calculated for various ranges of Rd and 
various fuels, assuming that N=2. 

 

 
For N = 4, approximations (4.2.1) and (4.2.2) with the same coefficients ai and bi 

were used in the entire range of droplet radii 2 µm – 200 µm. The corresponding 

values of coefficients ai and bi are shown in Table 4.2. Finally, approximations 

(4.2.1) and (4.2.2) for N = 2 with the same coefficients ai and bi were used in the 

entire range of droplet radii 2 µm – 200 µm. The corresponding values of 

coefficients ai and bi are shown in Table 4.3. Note that the values of these 

coefficients for Diesel fuel differ slightly from the values given by Sazhin et al. 

(2004a). This is attributed to different ranges of λ used in the current analysis. The 

values of Λ predicted by Equation (2.1.28) and aQ  predicted by Equation (2.1.27) 

for various approximations of a and b are compared in the next section. 
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Coefficients \    
                    Fuel                          

Diesel  
(low sulphur 

ESSO AF1313) 

Gasoline  
(BP 95 RON 

ULG) 

 
2,2,4 -Trimethylpentane 

 
3-Pentanone 

a0 0.143452 0.074546 0.035479 0.045995 

a1 -0.016510 -0.049511 -0.034435 -0.047760 
a2 -0.058531 0.023057 0.023033 0.029250 
a3 0.027674 -0.006836 -0.007777 -0.009075 

a4 -0.003661 0.000829 0.000964 0.001065 
b0 0.482037 0.406702 0.429499 0.327158 
b1 -0.249135 0.334640 0.625147 0.686807 

b2 0.286669 -0.208455 -0.462004 -0.463508 
b3 -0.094873 0.068515 0.152989 0.147149 
b4 0.010658 -0.008410 -0.018322 -0.017281 

 

Table 4.2  The coefficients of ai and bi calculated for Rd in the range 2 µm – 200 µm 
and various fuels, assuming that N = 4. 

 

Coefficients \ Fuel Diesel  
(low sulphur 

ESSO AF1313) 

Gasoline  
(BP 95 RON 

ULG) 

 
2,2,4-Trimethylpentane 

 
3-Pentanone 

a0 0.252827 0.05220 0.02010 0.02590 
a1 -0.167207 -0.020890 -0.00610 -0.010400 
a2 0.029404 0.002710 0.000500 0.001290 
b0 0.160138 0.575405 0.721815 0.620380 
b1 0.274847 0.081630 0.048190 0.112250 
b2 -0.038919 -0.008300 -0.005300 -0.015710 

 

Table 4.3  The coefficients of ai and bi calculated for Rd in the range 2 µm – 200 µm 
and various fuels, assuming that N = 2. 

 

 

4.3 Comparison of the results 

The plots of aQ  and three approximations Λ for Diesel fuel versus Rd are 

shown in Figure 4.3 for the range 2 µm – 200 µm. As can be seen from this figure, 

the piecewise quadratic approximation for coefficients a and b accurately predicts 

the values of Λ. The values of Λ based on quadratic and fourth power 

approximations over the whole range of Rd are noticeably different from aQ . The 

piecewise quadratic approximation for coefficients a and b is therefore expected to 



Chapter 4: Approximate analysis of thermal radiation absorption in fuel droplets 

 79 

be of use in practical engineering applications, including computational fluid 

dynamics (CFD) codes. 

 

Figure 4.3.1 Plots of aQ and its three approximations Λversus droplet radius for 
Diesel fuel. Three radiation temperature: 1000 K, 2000 K and 3000 K 
(indicated near curves) were considered. Green solid curve refer to aQ  
as calculated from Equation (2.1.27). Black dots refer to piecewise 
approximation for Λ, as calculated from Equation (2.1.28). Red solid 
curved refer to a single quadratic approximation for Λ. Blue solid 
curves refer to a single fourth power approximation for Λ  

 

 

The same conclusion was drawn for gasoline (Figure 4.3.2), iso-octane 

(Figure 4.3.3) and 3-pentanone (Figure 4.3.4). Note that the temperature effect on 

aQ  is greatest for Diesel fuel. The maximum values of aQ  are greater for Diesel and 

gasoline fuels than for iso-octane and 3-pentanone. For all fuels, the values of aQ  

decrease with increasing external temperature in agreement with the results reported 

earlier by Dombrovsky (2001) and Sazhin et al. (2004a). 

 



Chapter 4: Approximate analysis of thermal radiation absorption in fuel droplets 

 80 

 

Figure 4.3.2 The same as Figure 4.4.1 but for gasoline fuel 

 

Figure 4.3.3 The same as Figure 4.3.1 but for iso-octane 
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Figure 4.3.4 The same as Figure 4.3.1 but for 3-pentanone 

 

4.4 Applications 

To illustrate the effect of thermal radiation on Diesel fuel droplet heating and 

evaporation, the time evolution of radius and surface temperature of a droplet was 

considered. A droplet at room temperature (Td0 = 300 K) and with initial radius 

equal to 10 µm was injected into air with ambient temperature of 600 K and 

pressure of 3 MPa (Sazhin et. al., 2005b). The initial velocity of the droplet was 

taken to be 1 m/s. The overall volume of injected liquid fuel was taken as 1 mm3. 

The volume of air, where the fuel was injected, was taken equal to 639 mm3. This 

volume was calculated using the assumption that Diesel fuel can be approximated as 

n-dodecane (C12H26) and that the initial gas temperature is equal to 600 K. In this 

case, provided that all fuel is evaporated without combusting, the fuel vapour/air 

mixture is expected to become close to stoichiometric (Sazhin et al., 2006). The 

temperature dependence of all transport coefficients and density was taken into 

account. The relevant approximations are presented and discussed in Sazhin et al. 
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(2006). The droplet was irradiated homogeneously from all directions by external 

thermal radiation from a source at temperatures in the range from 1000 K to 3000 K. 

This is a rather idealised case, as in Diesel engines the droplets are likely to 

be irradiated from one side only (Flynn et al., 1999) (a detailed mathematical 

analysis of this case is presented by Dombrovsky and Sazhin (2004)). To take into 

account the effect of asymmetrical irradiation of droplets, the actual power absorbed 

by droplets could be halved, compared with the case of homogeneous irradiation. 

Alternatively, this effect can be accounted for by the corresponding adjustment of 

the radiation temperature. The integral effect of symmetrical radiative heating of 

droplets by the source at temperature θR is approximately equivalent to the effect of 

asymmetrical droplet heating by a source at temperature θR(eff) = 21/4θR = 1.19θR. As 

pointed out in (Sazhin et al., 2005a; Abramzon and Sazhin, 2005, 2006) the effect of 

non-homogeneous, but spherically symmetrical, distribution of the radiative heating 

inside a droplet is insignificant when the radiative heating of droplets takes place 

simultaneously with convective heating. We anticipate that this conclusion is valid 

in the case of asymmetrical droplet radiative heating. 

The effect of thermal radiation was taken into account using the new model 

based on the piecewise approximation of the coefficients a and b in Equation 

(2.1.28) (see Table 4.1) for Text = 1000 K, 2000 K and 3000 K, and the model based 

on the single quadratic approximations of these coefficients (see Table 4.3) for Text 

= 3000 K. The predictions of the model based on the single fourth power 

approximations are expected to lie between the predictions of these two models. The 

liquid and gas phase models used in the analysis are summarised in Chapter 2. The 

solutions in both these phases are fully coupled (see Chapter 3). 

The plots of Ts and Rd for Diesel fuel versus time with and without taking 

into account the effect of thermal radiation are shown in Figure 4.4.1. The droplet 

radius initially increases due to thermal expansion of liquid fuel, until the effect of 

evaporation dominates. In the case at Text =1000 K, the effect of thermal radiation 

on droplet evaporation is small. This effect visibly increases when the external 

temperature increases to 2000 K and 3000 K (the lifetime of a droplet becomes 

shorter). In the case without radiation, the droplet surface temperature 
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monotonically increases until it reaches the wet bulb temperature. When the effect 

of thermal radiation is taken into account, the surface temperature reaches a 

maximum value before it reduces to the same wet bulb temperature. This effect was 

discussed in detail by Abramzon and Sazhin (2006). 

 

 
Figure 4.4.1 Plots of Ts and Rd for a Diesel fuel droplet versus time for an initial air 

temperature Tg0 = 600 K, air pressure Pg0 = 3 MPa, droplet initial 
temperature Td0 = 300 K, radius Rd0= 10 µm and velocity vd0 = 1 m/s. 
The overall volume of injected liquid fuel was taken equal to 1 mm3, 
and the volume of air was equal to 639 mm3. The results were obtained 
based on the effective thermal conductivity (ETC) model and the 
analytical solution of the heat conduction equation inside the droplet. 
Red solid curves refer to the case when effects of radiation are ignored.  
Black, green and blue solid curves refer to the case when thermal 
radiation is generated by a source with external temperatures 1000 K, 
2000 K and 3000 K respectively and calculated using the model based 
upon a piecewise approximation of the coefficients a and b in Equation 
(2.1.28). Red dashed curves refer to the case when thermal radiation is 
generated by a source with external temperature of 3000 K and the 
model based on single quadratic approximation for these coefficients 
(Sazhin et. al., 2004a)  
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The plots calculated using the model based on the piecewise approximation 

of the coefficients a and b in Equation (2.1.28) and the model based on the single 

quadratic approximations of these coefficients are nearly coincident for Text = 3000 

K. These curves are expected to be even closer for lower external temperatures. This 

happens despite the fact that the values of the average absorption efficiency factors 

predicted by these models are visibly different (see Figure 4.3.1). Thus, in many 

practical applications, including modelling of heating and evaporation of droplets, 

the high accuracy of the approximation of the average absorption efficiency factor, 

provided by the model based on a piecewise approximation of the coefficients a and 

b, is not always required. However, since the computer requirements of the 

implementation of this new model are all but the same as those of the model based 

on the single quadratic approximations of these coefficients, the application of the 

new model is recommended in all cases. 

 
Figure 4.4.2 The same as Figure 4.4.1 but for gasoline fuel, injected into a gas 

volume equal to 620 mm3 
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Plots similar to those shown in Figure 4.4.1, but for gasoline fuel are 

presented in Figure 4.4.2. The physical properties of the gasoline fuel used in our 

study are shown in Appendix 2. In contrast to Diesel fuel, gasoline fuel is injected 

into a gas volume of 620 mm3. The volume was calculated under the assumption 

that gasoline fuel can be approximated as C7.9H17.8. In this case, provided that all 

gasoline fuel is evaporated without combusting, the fuel vapour/ air mixture is 

expected to become close to stoichiometric, as in the case of Diesel fuel. The 

general shapes of the curves shown in Figures 4.4.1 and 4.4.2 are rather similar, 

except that the difference between the curves calculated using the model based on 

the piecewise approximation of the coefficients a and b in Equation (2.1.28) and the 

model based on the single quadratic approximations of these coefficients, is more 

pronounced in the case of Figure 4.4.2 than Figure 4.4.1. This justifies the 

application of the new model in the case of gasoline. 

 

 
Figure 4.4.3 The same as Figure 4.4.1 but for iso-octane, injected into gas volume 

equal to 625 mm3 
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The iso-octane and 3-pentanone cases are presented in Figures 4.4.3 and 

4.4.4 respectively. The physical properties of iso-octane and 3-pentanone are shown 

in Appendix A. These fuels were injected into gas volumes of 625 mm3 and 712 

mm3 respectively. Comparison of Figures 4.4.3 and 4.4.4, and Figures 4.4.1 and 

4.4.2 shows that the effect of radiation on heating and evaporation of iso-octane and 

3-pentanone is noticeably weaker than in the case of Diesel fuel and gasoline. This 

agrees with the results presented in Figures 4.3.1 - 4.3.4.  Also, the choice of the 

approximation of the average absorption efficiency factor is more important for iso-

octane than for 3-pentanone. 

 

 
Figure 4.4.4 The same as Figure 4.4.1 but for 3-pentanone, injected into a gas 

volume equal to 712 mm3  
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Returning to our problem of finding an approximation for the absorption 

efficiency factor we can say that the relatively weak dependence of droplet heating 

and evaporation on the accuracy of this approximation gives us an additional 

argument in favour of using an approximate formula (2.1.25) instead of the detailed 

Mie calculations of the distribution of thermal radiative absorption inside droplets. 

In contrast to the model described in this chapter, the implementation of the model, 

based on Mie calculations, into CFD codes would be infeasible. 

 

4.5 Conclusions to Chapter 4 

The values of absorption coefficients of gasoline fuel (BP Pump Grade 95 

RON ULG), 2,2,4-trimethylpentane (iso-octane) and 3-pentanone have been 

measured experimentally in the range of wavelengths 0.2 µm – 4 µm. Ultraviolet – 

visible spectra (0.2 µm – 0.8 µm) have been obtained using a UV-Visible 

spectrophotometer Shimadzu, model 1601. In the range 0.4 µm – 4 µm the 

absorption coefficients have been measured using a Fourier transform infrared 

spectrometer (Nicolet FTIR Avatar). The values of the indices of absorption 

calculated based on these coefficients have been shown to be similar to those 

obtained earlier for low sulphur ESSO AF1313 Diesel fuel. For all fuels, the region 

of semi-transparency in the range 0.5 µm < λ < 1 µm is illustrated. The index of 

absorption increases by approximately 3 orders of magnitude when λ increases from 

0.5 µm to 1.5 µm. At the same time, noticeable differences between the indices of 

absorption of the fuels can be identified. For example, the peak of absorption of 

Diesel fuel at λ ≈ 3.4 µm is much more pronounced than the corresponding peaks of 

absorption of other fuels. Also, the value of λ when this peak is observed is close to 

3.4 µm for Diesel fuel, and close to approximately 3.0 µm for other fuels. The 

values of this index tend to be lower for pure substances (e.g. iso-octane and 3-

pentanone) than for Diesel and gasoline fuels. 

It has been shown that the main contribution to the average absorption 

efficiency factor is expected to come from radiation at wavelengths less than 4 µm 

for the range of external temperatures between 1000 K and 3000 K. The value of 

this factor has been approximated by a power function baRd , where Rd is the droplet 



Chapter 4: Approximate analysis of thermal radiation absorption in fuel droplets 

 88 

radius. Coefficients a and b are approximated by piecewise quadratic functions of 

the radiation temperature, with the coefficients calculated separately in the ranges of 

radii 2 µm – 5 µm, 5 µm – 50 µm, 50 µm – 100 µm and 100 µm – 200 µm for all 

fuels. This new approximation has been shown to be more accurate when compared 

with the case when a and b are approximated by quadratic functions or fourth power 

polynomials of the radiation temperature, with the coefficients calculated over the 

entire range 2 µm – 200 µm suggested by Sazhin et. al. (2004a). This difference in 

the approximations of a and b, however, have been shown to have little effect on the 

modelling of fuel droplet heating and evaporation in conditions typical for internal 

combustion engines, especially in the case of Diesel fuel and 3-pentanone. 
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5. MONODISPERSE DROPLETS HEATING AND EVAPORATION: 

EXPERIMENTAL STUDY AND MODELLING 

 

So far our analysis has been focused on single isolated droplets. In practical 

situations, however, many droplets are present in a spray and the average distance 

between them can be less than a few droplet diameters. A typical droplet therefore 

will not behave as an isolated droplet, rather than as part of droplet arrays that take 

into account droplet to droplet interaction phenomena. These interaction phenomena 

are particularly important near the fuel injection devices, where the droplet 

concentration is high.  

The importance of sprays in various engineering and environmental 

applications is well known (Sirignano, 1999). Heating, evaporation and combustion 

models for isolated droplets are widely available in the literature (for example, 

Sirignano, 1999; Abramzon and Sirignano, 1989; Michaelides, 2003; Sazhin, 2006). 

Although there are a number of publications where these processes in droplet clusters 

have been studied (for example, Dwyer et al., 2000; Harstad and Bellan, 2001), the 

present understanding of droplet-to-droplet interaction is still limited. These 

processes have been mainly studied based on simplified configurations. Although it 

is possible to construct full-scale experimental facilities that enable the control of 

injection and environmental conditions over wide range, it is often difficult to 

separate the relative influences of these parameters on the observed behaviour of a 

spray. These problems are not encountered for linearly streamed monodisperse 

droplets. The size, velocity, temperature and spacing of the droplets can be adjusted 

separately at the injection, where the ambient conditions can be controlled (Frohn 

and Roth, 2000). This kind of droplet stream is therefore an interesting tool for 

investigating droplet-to-droplet interactions and it has already been used in previous 

numerical and experimental studies.  

Sangiovanni and Kesten (1976) were perhaps the first to investigate the 

effects of droplet interaction on the ignition time for droplet streams injected into a 

hot gas environment. They noticed that a closer spacing of the droplets enhances the 

strength of the heat and mass diffusion from the flame region. Sangiovanni and 

Labowsky (1982) reported measurements of the droplet lifetime under similar 

conditions. They found that the classical "D2-Law" is not strictly applicable to 
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interacting droplets due to the transient nature of that interaction. Brzustowski et al. 

(1979) studied the combustion of two motionless droplets of arbitrary size by solving 

the Laplace equation for vapour concentration. They quantified the reduction in the 

burning rate when droplets approach one another, almost to come into contact. 

Labowsky (1980) and Marberry et al. (1984) used the point sources method to 

determine the burning rates of stagnant droplets in finite arrays containing up to eight 

symmetrically arranged monodisperse droplets. Later, the effect of droplet motion 

was taken into account by Chiang and Sirignano (1993a,b) who performed a 

comprehensive numerical study of two and three evaporating droplets moving 

together. Their computation included: the effects of variable thermophysical 

properties; transient heating and internal circulation in the liquid phase; boundary-

layer blowing; moving interfaces due to surface regression; and the relative motion 

between droplets.  

More recently, two experimental studies of droplet interactions in 

monodisperse streams were reported by Castanet et al. (2002, 2005). The two-colour 

laser induced fluorescence technique was used by the authors to measure droplet 

temperature. This technique was combined with the measurement of droplet sizes 

using either Phase Doppler Anemometry or interferometry on light scattered by the 

droplets in a forward direction. Knowledge of the size, velocity and temperature of 

the droplets enabled the authors to estimate the heat fluxes acting on the evaporating 

droplets. Results were obtained for a relatively large set of data corresponding to 

droplets moving into a flame or within the thermal boundary layer of a vertical 

heated plate. The distance parameter, defined as the droplet spacing divided by the 

droplet diameter, was increased up to almost 20 by removing electrically charged 

droplets with an applied electrostatic field. For the case of combusting droplets, the 

authors suggested a correction factor that should be applied to the Nusselt and 

Sherwood numbers for isolated droplets to take onto account interaction between 

them. This correction is a function of the distance parameter. For distance parameters 

larger than 9, the interaction effects were shown to be negligible. 

In the present chapter, the results of further experimental and numerical 

studies of the dynamic heating and evaporation of fuel droplet arrays are reported. 

The measurements were performed for two different conditions: heating and 

evaporation of droplets in a hot air flow of given temperature and heating and 

evaporation in a flame. Ethanol and acetone fuels were chosen for the experimental 
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study since these fuels have rather different volatilities. The space-averaged 

temperature of the droplets was measured using the two-colour laser induced 

fluorescence technique. For meaningful comparisons between simulations and 

measurements, the comparative sizes of the droplets and the measurement volume 

were taken into account. When the droplets were larger than the probe volume of the 

optics, the probe was unable to detect the whole of the fluorescence signal produced 

by a single droplet; this introduced a bias to the calculation of average temperature.  

In the first set of experiments, the ambient gas temperature was measured by 

a K-type thermocouple. In the case of heating and evaporation of fuel droplets in a 

flame produced by previously injected droplets, this parameter is deduced from 

measurements performed by CARS thermometry (Coherent Anti-stokes Raman 

Scattering). This technique, which is based on pioneering investigations by Druet and 

Taran (1981), has received considerable attention from those studying combustion 

during the last two decades. 

The model used for the analysis of experimental data is essentially based on 

the one originally developed by Abramzon and Sirignano (1989) and further adapted 

for numerical simulation of droplet heating and evaporation, taking into account the 

effect of thermal radiation (see Chapters 2 - 4). The recirculation inside droplets is 

considered via the introduction of the effective thermal conductivity of droplets 

(effective thermal conductivity (ETC) model). In the gas phase, the model takes into 

account the effect of finite thickness of the thermal boundary layer around droplets 

(Model 4). The radiative heating of droplets is calculated taking into account their 

semi-transparency. This model has been further developed to capture the effect of the 

finite distance parameter, introduced earlier in this section. 

The experimental set-up is described in Section 5.1. In Section 5.2, the 

numerical model used in the analysis is discussed. In Section 5.3, experimental and 

numerical results are compared and discussed. The main results of this chapter are 

summarised in Section 5.4. 

 

 

 

 

 

 



Chapter 5: Monodisperse droplets heating and evaporation: experimental study and modelling 

 92 

5.1 Experimental setup 

5.1.1 The monodispersed droplet stream 

The experimental were conducted at Laboratoire D’energetique et de 

Macanique Theorique et Appliquee (LEMTA), ENSEM, France. Linear 

monodisperse droplet streams were generated by Rayleigh disintegration of a liquid 

jet undergoing vibrations which were obtained by a piezoceramic actuator (Castanet 

et. al., 2002, 2005). The voltage applied to the piezoceramic is a square wave, the 

amplitude of which determines the position of the break-up zone for a given fuel at a 

given temperature. The fuel is pre-heated in the injector body by means of an 

external heated water circulation. The temperature of the fuel is measured exactly at 

the injection point with a K type thermocouple.  For specific frequencies of the 

forced mechanical vibrations, the liquid jet breaks up into equally spaced and 

monosized droplets (Frohn, 2000). By adjusting the liquid flow rate and the 

piezoceramic frequency, it is possible to increase the droplet spacing up to about 6 

times the droplet diameter. This, however, is accompanied by a modification of 

droplet sizes.  

A device, enabling the electrostatic deviation of the droplets, has been used to 

increase further the droplets spacing without changing the droplet diameter (Castanet 

et al., 2002). This device, called deviator, is mounted at the injector exit. When 

droplets pass through the ring (positioned just at the break-up location of the 

cylindrical jet), they are negatively charged by electrical impulses transmitted by the 

ring. The frequency of the impulses can be controlled in such a way that only a 

fraction of the droplets acquire charges. Afterwards, a high intensity electrostatic 

field is applied to droplets when they enter the gap between the two electrodes. The 

charged droplets are deviated from their vertical trajectory and picked up, whereas 

the remaining droplets form a stream with increased spacing. 

Two liquids were tested: ethanol and acetone, which have significantly 

different volatilities. To investigate pure evaporation, droplets are injected in a hot 

co-flowing air stream, released from two electrical heaters, arranged symmetrically 

relative to the droplet streaming axis (Maqua et al., 2006). The air velocity, as 

measured by Laser Doppler Anemometry (LDA), was about 2 m/s in the vicinity of 

the droplet injection point (Figure 5.1.1c). The air temperature field, measured by a 
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thermocouple, decreased from 550°C at the injection point to about 100°C at  z=60 

mm (Figure 5.1.1a,b).  
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Figure 5.1.1 Temperature and air velocity in the hot air plume (a: profile of the 
temperature along the z-axis at r = 0, b: spatial distribution of the 
temperature within the air plume and c: profile of the gas velocity along 
the z-axis at r = 0) 

 

To study droplets heating and evaporation in a flame, an electrically heated 

coil is positioned just after the break-up zone of the liquid jet and a laminar flame 

with a column shape is obtained (Castanet et al., 2005). The temperature field within 

the flame was characterized by CARS. The outlines of these measurements will be 

presented in the following section. 

 

5.1.2 Measurement of the gas temperature in the flame by CARS thermometry 

A detailed description of CARS theory, including the derivation of 

expressions for the signal intensity and description of numerous technical approaches 

in practical measurement systems is described in numerous textbooks and papers (for 

example, Eckbreth, 1996; Grisch et al., 2004). In what follows, a brief overview of 
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this technique is given. CARS is a four wave parametric process in which three 

waves, two at the pump frequency (ωP) and one at the Stokes frequency (ωS) are 

focused to the measurement point in the sample to produce a new coherent beam at 

the anti-Stokes frequency (ωΑS=2ωP - ωS). The strength of the interaction depends on 

the nonlinear third-order susceptibility of the medium, which is greatly enhanced 

when the frequency difference (ωP − ωS) matches a Raman active vibrational 

resonance in the medium. The nonlinear susceptibility is density and temperature-

dependent providing the basis of diagnostics. Measurements of medium properties 

are performed from the shape of the spectral signatures and/or intensity of the CARS 

radiation. Temperature information is based on the fact that the intensity distributions 

of the transitions in a CARS spectrum are relative to the populations of the rotational 

and vibrational levels of the studied molecules and consequently, the thermodynamic 

temperature of the system. The collisional line-broadening parameters used to 

analyze the N2 spectra in the whole temperature range were taken from the modified 

energy gap law of Bonamy et al. (1977). The CARS system consists of an optical 

bench which simultaneously produces the pump and Stokes beams.  

The laser beams are focused on the monodispersed droplet flame by means of 

a single 160 mm-focal-length achromat yielding a 0.5 mm-long and 30 µm-diameter 

probe volume. For each location in the flame, 400 single-shot N2 CARS spectra were 

recorded for the temperature determination. For each single-shot measurement, the 

experimental CARS spectrum was fitted, using a least-square minimisation routine, 

to theoretical spectra simulated using the CARS modelling described above. 

Typically, the accuracy of temperature measurements, which were found to be 

sensitive to collisonal narrowing  and nitrogen linewidths, is equal to 5 %, i.e. ± 15 K 

at room temperature and then decreases progressively to 2 % at 1700 K (i.e. ± 30 K). 

Figure 5.1.2 shows a typical radial profile of the temperature within a flame 

surrounding pure ethanol droplets. The droplet diameter is symbolised by D and 

distance from the stream axis is symbolised by r. The flame front can be clearly seen 

since it corresponds to a maximum of about 2000 K.  
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Figure 5.1.2 Radial profile of the gas temperature in the flame  

 

When dealing with combusting droplets, the ambient temperature, used to 

estimate the convective heat transfers, is taken on the flame axis where the moving 

droplets are mainly located. The effects of the distance parameter (C) (that defined as 

ratio of the distance between droplets and their diameters) on the flame temperature 

were investigated in detail with the help of this technique. Data referring to four 

droplet streams with different droplet spacing are shown in Figure 5.1.3 for a time 

3.2 ms after droplets left the injector and for droplet diameters of about 200 µm. It 

can be noticed that the temperature on the flame axis and at the flame front increase 

slightly with the initial distance parameter.  
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Figure 5.1.3 Temperature in the flame as a function of the distance parameter  

 

5.1.3 Velocity and size measurements  

Phase Doppler Anemometry (PDA) in the refraction mode was used to 

measure droplet velocities and diameters at various distances from the injector. The 

main problem with the size measurements arises from the trajectory ambiguity. 

When the droplet size is of the order or larger than the laser beam, the Doppler signal 

may be altered by unwanted scattering modes which may lead to an error of 

measurements. The risk of error is very high in the case of linear monodispersed 

droplet streams since the trajectory of the droplets is very stable and the droplets are 

rather large compared to the width of the laser beam in the probe volume. To reduce 

as much as possible the trajectory effects, the position of the stream axis in the probe 

volume can be adjusted so that the contribution of the refractive mode is 

strengthened compared to the reflection mode in the direction of the receiving optics. 

A calibration of the PDA is required to achieve accurate size measurements. Both the 

positioning of the droplet streams and the calibration process were performed as 

described by Castanet et al. (2005). The discrepancy is about 1µm for droplet 

diameters around 100µm. The droplet velocity is measured concomitantly by 

processing the Doppler frequency of the bursts at ± 1%. Size measurements are 
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performed only for combusting droplets, since the size reduction of droplets 

evaporating within the hot air plume is too small to be captured with a sufficient 

accuracy by this technique. 

 

5.1.4 Two-colour laser induced fluorescence thermometry 

Only the main outlines of the two-colour laser-induced fluorescence 

technique are described in this section. Further technical details can be found in 

Lavieille et al. (2001, 2002). The fuel is seeded with a low concentration (a few 

mg/l) of rhodamine B, which is an organic dye usually used as a fluorescent 

temperature sensor. Furthermore, the fluorescence of rhodamine B can be easily 

induced by the green line (λ=514.5 nm) of the argon ion laser. The technique 

requires two spectral bands of detection with highly different temperature 

sensitivities. The ratio of the fluorescence signal measured on the two spectral bands 

of detection appears to be only temperature dependent and the dependencies in tracer 

concentration, probe volume dimensions, laser intensity and optical layout are totally 

removed Lavieille et al. (2001).  If the probe volume is sufficiently large to provide a 

global excitation of all the droplet volume and if the signal is averaged for the entire 

droplet transit in the probe volume, a volume averaged droplet temperature can be 

obtained. The two crossing laser beams of the PDA system are also used to induce 

the fluorescence.  

The emitted photons are collected by a doublet located at 90 degrees to the 

incident beams and the optical signal is transmitted to an optical fibre. The incident 

laser light scattered by the droplets is removed by means of a high-pass optical filter 

to enable the collection of the fluorescence emission only. The remaining 

fluorescence is separated in the two spectral bands by means of interference filters. 

Finally, the photon flux is converted into an electrical signal by photomultiplier 

tubes.  

The layout of this setup, however, differs slightly depending on whether the 

experiment is focused on combusting or purely evaporating droplets. For combusting 

droplets, the PDA is used concomitantly to perform size and velocity measurements. 

To avoid the ambiguity effects described in Section 5.1.3, a relatively large probe 

volume is formed, the dimensions of which are 4000 µm along the laser beam axis 

and 243 µm for the transverse dimension. In the case of the droplets that evaporate in 

the hot air plume, the probe volume is smaller, i.e. 1200 µm long and 150 µm large 
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since only the droplet velocity is measured. Regarding the collection optics, in the 

focus plane of the collection front lens, the image of the core of the optical fibre 

extends roughly over 200 µm (this image is however slightly reduced in the presence 

of a droplet within the probe due to the refraction processes at the air-liquid 

interface).  

Regions located near the droplet surface may have a rather limited 

contribution to the fluorescence signal depending on the optical arrangement, the size 

and the trajectory of the droplets. This comes essentially from the Gaussian 

distribution of the energy in the laser beams and the refraction at the droplet surface 

as explained in Maqua et al. (2006). This effect can safely be ignored in the case of 

droplets significantly smaller than the probe volume. Regarding the probe volume 

size in the case of the purely evaporating droplets, this implies that the measured 

temperature is more likely to be close to the temperature at the droplet centre instead 

of the volume averaged temperature when the droplet diameter becomes larger than 

150µm. 

Note that the droplet detection is based on the initial determination of the 

thresholds for each spectral band (Lavieille et al., 2001). Each threshold is fixed at 

high level, so that only the droplets well centred within the probe volume contribute 

to the temperature measurement. Multiple measurements carried out at the same 

location show a ± 1 K dispersion of the averaged temperature. 

 

5.2 Model 

 The heating and evaporation models discussed in Chapters 2, 3 and Chapter 4 

have been used in this analysis. Namely on the liquid phase, the model based on the 

analytical solution of heat conduction equation (see Equation 2.1.22) have been used. 

The recirculation inside droplets is considered via the introduction of the effective 

thermal conductivity of droplets (ETC model). In the gas phase, the model takes into 

account the effect of finite thickness of the thermal boundary layer around droplets 

(Model 4) (see Equations 2.2.50 and 2.2.51 on Chapter 2).  

The radiative heating of droplets is calculated considering the semi-

transparency of droplets. The main obstacle in doing this, however, is that the spectra 

of ethanol and acetone are not known to us. To estimate possible contribution of 

thermal radiation, the ethanol and acetone droplets were considered with iso-octane 
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radiative properties. It was shown that the predicted temperatures and pressures in 

the presence and absence of thermal radiation differ by not more than about 2% in 

most case, even if the radiation temperature was assumed to be equal to the maximal 

temperature in the flame (this is true only when gas is totally transparent to thermal 

radiation). Since this error can be tolerated in our analysis, we believe that the effect 

of thermal radiation can be ignored as the first step in the modelling of the process.  

This model has been further developed to capture the effect of finite distance 

parameter. In the case of droplet streams, Castanet et al. (2002) suggested the 

following correction to take into account the finite distance parameter C (ratio of the 

distance between droplets and their diameters)  

( )
iso iso

Nu Sh
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Nu Sh
η= = ,                                                                              (5.2.1) 

where  

( ) ( )tanh 0.36 0.82C Cη = −  and C >3.  
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To evaluate the Reynolds number Red in calculation of Sherwood number and 

Nusselt number, the droplet velocity relative to the gas is required. Although the 

droplet deceleration could have been modelled, the droplet velocity was fixed to its 

experimental value in the simulation. This choice enabled us to avoid errors due to 

the estimation of the droplet drag coefficients and to focus exclusively on heating 

and evaporation processes. All transport coefficients for air, alongside with its 

density and specific heat capacity were calculated similarly to Sazhin et al. (2006) 

(see Appendix C). Temperature dependence of all physical properties of air was 

taken into account. For the comparison with experimental data the following 

temperatures will be used: temperature at the surface of the droplet Ts, temperature at 

the centre of the droplet Tc, and the average droplet temperature. 
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5.3 Results 

As mentioned in the introduction, the comparison between experimental data 

and predictions of the model will be performed for two cases: droplet heating and 

evaporating in air flow with prescribed temperatures, and their heating and 

evaporation in a flame produced by combustion of the previously injected droplets. 

These will be discussed separately in the following subsections. The measurements 

of the droplet velocities and the hot air temperature on the droplet axis are used as 

inputs in our simulations. In contrast to Chapters 3 and 4, the physical properties of 

fuel were evaluated based on temperature not normalized temperature due to lower 

operation temperature. 

 

5.3.1 Droplet heating and evaporation in a hot air flow 

In the first experiment, ethanol droplets with initial radii 65 µm, initial 

temperature 298.75 K and the initial distance parameter C = 6.72 were considered. 

The time dependence of the droplet velocity (m/s) and droplet temperature (oC) were 

measured experimentally and the result were approximated by the following 

correlations:   

               vd(m/s) = 0.0024t
3 - 0.0268t

2 - 0.1940t + 8.5744                                  (5.3.1) 

               T(°C) = 0.0361t4 - 1.3536t
3 + 20.905t

2 - 160.6t + 631.62                     (5.3.2) 

 Based on Equations (5.2.2)-(5.2.3) and (5.3.1)-(5.3.2), the Nusselt and 

Sherwood numbers were calculated. The values of droplet radii calculated at the 

previous time step were used to calculate these numbers. Then the droplet radii and 

temperatures were calculated as described in Section 5.2.  

The measured and calculated values of droplet temperatures versus time 

elapsed from droplet injection are shown in Figure 5.3.1. In the same figure, the time 

dependence of gas temperature at droplet locations is shown. The predicted values of 

droplet radii are not shown, as they were not measured in our experiment. As follows 

from this figure, temperatures at the surface and centre of the droplets, and droplet 

average temperatures differ considerably one from another, especially at the initial 

stage of droplet heating and evaporation.  

The best agreement with experimental data is observed for the droplet 

average temperatures up to 2 ms.  The maximum droplet temperature, observed 
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experimentally and predicted by the model, is related to a decrease in gas temperature. In 

this case, after about 2.5 ms, droplet cooling due to evaporation has a greater effect 

than droplet heating by the surrounding gas. This effect is not related to maximum 

droplet temperature during the evaporation due to the contribution of thermal 

radiation (see Abramzon and Sazhin, 2005, 2006 for the details).  The model clearly 

overestimates the measurements in the case of ethanol droplets: the observed 

deviations between the experimental results and the predictions of the model can 

reach 4 K and can be attributed to a number of experimental factors, including 

random motions of the droplets, especially when the distance from the nozzle 

increases. 

 
Figure 5.3.1 Plot of ethanol droplet temperature Td, measured experimentally (solid 

triangles) and predicted by the model (Tds droplet temperatures at the 
surface of the droplet, Tdav average droplet temperature, and Tdc droplet 
temperature at the centre of the droplet) and gas temperature Tg for the 
initial conditions Rdo= 65 µm, Tdo=298.75 K,  C=6.72  

 

In the second experiment, ethanol droplets with initial radii 118.65 µm, initial 

temperature 294 K and initial distance parameter C=3.97 were considered. The time 

dependence of the ambient gas temperature was described by Equation (5.3.4) (Note 

the dependencies of the ambient gas temperatures on z are identical for experiments 1 

and 2, but their dependencies on t vary due to different droplet velocities). The 
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observed time dependence of droplet relative velocities has been approximated by 

Equation (5.3.3).  

vd(m/s) = 0.00294t
2 - 0.1383t + 9.154                                                     (5.3.3) 

           T(oC) = 0.0264t
4 - 1.2121t

3 + 21.113t
2 - 167.75t

 + 630.86                       (5.3.4) 

 

The Nusselt and Sherwood numbers were calculated similarly to the first 

experiment. The plots referring to the second experiment are shown in Figure 5.3.2.  

As in the case of Figure 5.3.1, temperatures at the surface and centre of the droplets, 

and droplet average temperatures differ considerably from one another, especially at 

the initial stage of droplet heating and evaporation.  

 
Figure 5.3.2 Plot of ethanol droplet temperature Td, measured experimentally (solid 

triangles) and predicted by the model (Tds droplet temperatures at the 
surface of the droplet, Tdav average droplet temperature, and Tdc droplet 
temperature at the centre of the droplet) and gas temperature Tg for the 
initial conditions Rdo= 118.65 µm, Tdo=294 K,  C=3.97 

 

 

 

 



Chapter 5: Monodisperse droplets heating and evaporation: experimental study and modelling 

 103 

The best agreement with experimental data in the case shown in Figure 5.3.2 

is observed not for droplet average temperature but for the temperature between the 

average temperature and the temperature at the centre of the droplet. This can be 

related to the fact that the measurement volume in this case is noticeably less than the 

droplet volume. As in the case shown in Figure 5.3.1, the maximum droplet 

temperature, observed experimentally and predicted by the model is related to a 

decrease in gas temperature. This maximum for the second experiment is observed at 

later times (about 6 ms).  

In the third experiment, acetone droplets with initial radii 63.2 µm, initial 

temperature 300 K and the initial distance parameter C=7.56 were considered. The 

approximations of the observed time dependence of the droplet relative velocities 

and ambient gas temperature are given by Equations (5.3.5)-(5.3.6). In the fourth 

experiment, acetone droplets with initial radii 116.2 µm, initial temperature 296 K 

and the initial distance parameter C=3.52 were considered (see Equations (5.3.7) and 

(5.3.8) for the time dependence of the relative droplet velocity and the ambient gas 

temperature). 

vd(m/s) = 0.0004701t
3 - 0.014067t

2 - 0.18347t + 9.7742                          (5.3.5) 

            T(oC) = 0.0597t
4 - 1.9605t

3 + 26.634t
2 – 180.4t

 + 631.08                         (5.3.6) 

              vd(m/s) = 0.0001461t
2 - 0.05631t + 8.561.                                             (5.3.7) 

             T(oC) = 0.0207t
4 - 1.0108t

3 + 18.779t
2 – 158.7t

 + 631.          (5.3.8) 
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Figure 5.3.3 Plot of acetone droplet temperature Td, measured experimentally (solid 

triangles) and predicted by the model (Tds droplet temperatures at the 
surface of the droplet, Tdav average droplet temperature, and Tdc droplet 
temperature at the centre of the droplet) and gas temperature Tg for the 
initial conditions Rdo= 63.2 µm, Tdo=300 K,  C=7.56  

 
 

The plots similar to those shown in Figures 5.3.1 and 5.3.2, but for the third 

and fourth experiments, are shown in Figures 5.3.3 and 5.3.4 respectively. In contrast 

to the case of heating and evaporation of ethanol droplets, the initial heating of 

acetone droplets is hardly visible, while the temperature drop of acetone droplets is 

much more pronounced than in the case of ethanol droplets. This can be attributed to 

higher volatility of acetone compared with ethanol. The initial heating of acetone 

droplets is almost completely compensated by their cooling due to evaporation. In 

the case shown in Figure 5.3.3, the predicted temperatures at the centre and the 

surface of the droplets and the droplet average temperature turned out to be rather 

close. 
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Figure 5.3.4 Plot of acetone droplet temperature Td, measured experimentally (solid 
triangles) and predicted by the model (Tds droplet temperatures at the 
surface of the droplet, Tdav average droplet temperature, and Tdc droplet 
temperature at the centre of the droplet) and gas temperature Tg for the 
initial conditions Rdo= 116.2 µm, Tdo=296 K,  C=3.52 

 

The best agreement with experimental data can be seen for the droplet 

average temperature, as in the case shown in Figure 5.3.1. In the case shown in 

Figure 5.3.4, the best agreement with experimental data can be observed for the 

temperature at the centre of the droplets.  

 

5.3.2 Droplet heating and evaporation inside a flame 

The experiments focused on heating and evaporation of droplets injected into 

a flame produced by previously injected combusting droplets allow us to investigate 

these processes in a much wider range of temperature. Also, in these experiments, 

the time evolution of droplet radii was measured. The values of both droplet 

temperatures and radii will be compared with the predictions of the model described 

in Section 5.2. In contrast to the cases considered in Section 5.3.1, however, only the 

measurements of the average gas temperature at a single location of the droplets 

could be performed in the case of the experiments discussed in this section. The 
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ambient temperature is assumed to be constant and its value is obtained from Figure 

5.1.3 for the given initial distance parameter C. As in the cases considered in Section 

5.3.1, droplet velocities were not calculated, but measured. 

In the first experiment, ethanol droplets with initial radii 52.25 µm, initial 

temperatures 309 K and the initial distance parameter C= 3.4 were considered. The 

average gas temperature at the location of the droplets was 1140 K. and the droplet 

velocity evolves as described by: 

             vd(m/s) = -0.0021t3  + 0.0332t2 - 0.3221t + 6.9956                                (5.3.9) 

 

 
Figure 5.3.5 Plot of ethanol droplet temperature Td  radius Rd,  measured 

experimentally (solid triangles and squares) and predicted by the model 
(Tds droplet temperatures at the surface of the droplet, Tdav average 
droplet temperature, and Tdc droplet temperature at the centre of the 
droplet) and droplet radii Rd for gas average temperature Tg equal to 
1140 K for the initial conditions Rdo= 52.25 µm, Tdo=309 K,  C=3.4 

 

The measured and calculated values of droplet radii and temperatures (at the 

centre and the surface of the droplet, and average droplet temperature) versus time 

are shown in Figure 5.3.5. As in the cases shown in Figures 5.3.1 and 5.3.3, the best 

agreement with experimental data is observed for the droplet average temperatures. 
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The agreement between the results of modelling and experimental results both for 

droplet temperatures and radii seems to be reasonably good, although it is marginally 

worse in the cases shown in Figure 5.3.5 than in the cases considered in Section 

5.3.1. 

In the second and the third experiments, ethanol droplets with the same initial 

radii and temperatures as in the first experiment, but with the initial distance 

parameters C=6.0 and C=10.5, respectively, gas temperatures 1260 K and 1270 K 

respectively, and the droplet velocities were considered as Equations (5.3.10) and 

(5.3.11) respectively. 

             vd(m/s) = -0.0052t
3 + 0.0943t

2 - 0.7238t + 6.9138                                (5.3.10) 

vd(m/s) = 0.005t
3 + 0.1145t

2 - 0.9830t + 6.8877                                    (5.3.11) 

The measured and calculated values of droplet radii and temperatures (at the centre 

and the surface of the droplet, and average droplet temperature) versus time for these 

experiments are shown in Figures 5.3.6 and 5.3.7 respectively. As in the cases shown 

in Figure 5.3.5, the best agreement with experimental data is observed for the droplet 

average temperatures. 

 
Figure 5.3.6 The same as Figure 5.3.5 but for gas average temperature Tg equal to 1260 

K for the initial conditions Rdo= 52.25 µm, Tdo=309 K,  C=6.0 
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Figure 5.3.7 The same as Figure 5.3.5 but for gas average temperature Tg equal to 

1270 K and for the initial conditions Rdo= 52.25 µm, Tdo=309 K,  
C=10.5 

 
In the fourth experiments, ethanol droplets with the initial radii 55.2 µm and 

temperatures 312 K was considered. In this experiments initial distance parameters 

C=4.4, gas temperatures 1150 K, and the droplet velocities considered as Equation 

(5.3.12) were used. The measured and calculated values of droplet radii and 

temperatures versus time for these experiments are shown in Figure 5.3.8. 

             vd(m/s) = -0.0022t
3 + 0.0175t

2 - 0.1078t + 6.7633          (5.3.12)    

          In the fifth experiments, ethanol droplets with the initial radii 54 µm and 

temperatures 318 K was considered. In this experiments initial distance parameters 

C= 4.0, gas temperatures 1150 K, and the droplet velocities considered as Equation 

(5.3.13) were used. The measured and calculated values of droplet radii and 

temperatures versus time for these experiments are shown in Figure 5.3.9. 

vd(m/s) = -0.0022t3 - 0.0333t2 + 0.0515t + 4.4892                                 (5.3.13)                   
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Figure 5.3.8 The same as Figure 5.3.5 but for gas average temperature Tg equal to 
1150 K and for the initial conditions Rdo= 55.2 µm, Tdo=312 K,  C=4.4 

 

Figure 5.3.9 The same as Figure 5.3.5 but for gas average temperature Tg equal to 
1150 K and for the initial conditions Rdo = 54.0 µm, Tdo =318 K,  C=4 

 



Chapter 5: Monodisperse droplets heating and evaporation: experimental study and modelling 

 110 

 

5.4 Conclusions to Chapter 5 

Heating and evaporation of monodisperse ethanol and acetone droplets has 

been studied in two regimes: pure heating and evaporation of droplets in a flow of air 

of prescribed temperature, and droplet heating and evaporation in flame produced by 

previously injected combusting droplets. Two colour laser induced fluorescence 

thermometry has been used for the estimate of droplet temperatures, while their sizes 

and velocities have been characterized by Phase Doppler Anemometry. In the flames, 

CARS technique has made it possible to estimate the gas temperature. The 

experiments have been performed for various distances between droplets and various 

initial droplet radii and velocities. The experimental data have been compared with 

the results of modelling, based on given gas temperatures, and Nusselt and Sherwood 

numbers calculated using measured values of droplet relative velocities. When 

estimating the latter numbers the finite distance between droplets was taken into 

account. The model has been based on the assumption that droplets are spherically 

symmetric with a radial distribution of temperature inside droplets is taken into 

account. This model considers the recirculation inside droplets via the introduction of 

the effective thermal conductivity of droplets (effective thermal conductivity model). 

In the gas phase, it takes into account the effect of finite thickness of the thermal 

boundary layer around droplets. The radiative heating of droplets has been calculated 

taking into account the semi-transparency of droplets. The radiative effects, however, 

have been shown to be small and ignored in most of the analysis. It has been pointed 

out that for relatively small droplets (initial radii about 65 µm) the experimentally 

measured droplet temperatures are close to the predicted average droplet 

temperatures, while they are closer to the temperatures predicted at the centre of the 

droplets when the droplet diameter becomes larger than the probe volume size of the 

two-colour LIF thermometry. 
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6. THE IMPLEMENTATION OF THE NEW MODELS INTO THE 

KIVA-2 CFD CODE 

 

The effects of temperature gradient inside droplets, described by the ETC 

liquid phase model based on the analytical solution of the heat conduction 

Equation (2.1.5), on the heating, evaporation and ignition of Diesel fuel droplets 

were discussed in Chapter 3. This analysis was based on the zero dimensional 

code that takes into account the coupling between liquid and gas phases, droplet 

breakup and uses the Shell autoignition model. In this code all values of gas 

parameters (velocity, temperature, fuel vapour concentration) were assumed to be 

homogeneous.  

This chapter is focused on the implementation of the ETC model and the 

new gas model (Model 4) into the KIVA-2 CFD code and application of this code 

to study the effects of the liquid and gas models of droplet heating and 

evaporation on Diesel engine processes. These models are coupled with breakup, 

collision/coalescence, turbulence and autoignition models. The turbulence and 

collision/coalescence models, used in the original KIVA-2 CFD code, were not 

changed. We used three breakup models: TAB model, originally used in KIVA-2, 

the conventional and modified WAVE models. The autoignition was modelled 

using the Shell autoignition model. The results of calculations are compared with 

in house experimental data.  

A brief description of the experimental results is presented in Section 6.1. 

In Section 6.2 the spray model implemented earlier in the KIVA-2 code is briefly 

described. The implementation of the ETC model and gas phase Model 4 into 

KIVA-2 are described in Section 6.3. In Section 6.4 the results of calculations 

using the new customised version of the KIVA-2 CFD code and the comparison 

of these results with experimental data are discussed. The main results of this 

chapter are summarised in Section 6.5. 

 

6.1 Experimental setup 

High speed Diesel sprays have been studied experimentally at University 

of Brighton using various optical diagnostic techniques (Crua, 2002). These 

studies were conducted in a rapid compression machine based on a single 
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cylinder Ricardo Proteus test engine which was converted to two-stroke cycle. 

The engine had a bore of 135 mm, a stroke of 150 mm and a displacement of 2.2 

litres. The Proteus rig was coupled to a DC dynamometer via reduction belts 

(6:1). An optical chamber 80 mm in length and 50 mm in diameter was fitted on 

the cylinder head to investigate the spray development. This allowed a fuel spray 

to be injected vertically without any impingement on the walls or the windows. A 

second generation Bosch common rail fuel injection system was used to generate 

the high pressure required to maintain injection pressure ranging from 60 to 160 

MPa. The fuel pump was driven externally via an electrical motor running at 

1400 rpm to maintain the required high pressure in the fuel rail with minimum 

fluctuation (Crua, 2002). 

The main parameters which were studied using this setup were spray 

penetration and autoignition delay. To investigate the spray visualisation a Kodak 

Ektapro HS Motion Analyser was used, with a recording rate adjustable up to 

4500 frames per second at maximum resolution. The processing of the video 

images for measurement of the spray penetration was performed by purpose-

developed software. Suitable pixel thresholding was carried out in order to pick 

out the unbroken portion of the spay outline, furthest from the nozzle on the spray 

axis. The maximum spray penetration was calculated by finding the spray pixel 

furthest from the nozzle (Crua, 2002).      

 In order to record the autoignition processes, two high-speed CCD video 

cameras were placed at 90o to each other. The cameras had a resolution of 128x64 

pixels x 256 grey levels, with a sensitivity equivalent to 3,000 ISO and recording 

speed up to 27000 frames per second. Both cameras were triggered by the same 

dedicated signal emitted by the custom-built FIE controller. In order to further 

maximise the sensitivity of the recordings, the lens was set to its widest aperture 

(f/1.9). The time at which the first fuel droplets were seen leaving the nozzle was 

measured to be 0.37 ms after the start of the recording for an injection pressure of 

160 MPa. The data were adjusted to compensate for this delay. This method was 

supplemented by in-cylinder pressure trace measurement. Both methods were 

used simultaneously in order to assess the complementary nature of both 

techniques (Crua, 2002). 
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 The test cases chosen for the analysis were based on the measurements of 

sprays under realistic conditions of operation for a light-duty Diesel engine with a 

single-hole injector of 0.2 mm in diameter, located on the axis at the top centre of 

a cylindrical combustion chamber. The fuel injection pressure was 160 MPa, the 

monitored in-cylinder pressures at top dead centre (TDC) were 5.6, 6.2, and 6.9 

MPa. The rate of injection was measured as a function of time using a Lucas rate 

tube. The ignition delay time was defined as the time from the start of injection to 

the first appearance of a visible flame on the video recordings (Crua, 2002).  

At the start of injection, the gas pressure was assumed to be equal to 

experimentally measured pressure at TDC, while the temperature was estimated 

based on the intake gas pressure and temperature, and the air compression ratio. 

The polytropic law was used with the polytropic coefficient calculated based on 

the plots log p versus log V for each individual pressure at TDC (Lacoste, 2005). 

The comparison was performed for initial gas pressures in the range from about 

2.5 to 8.5 MPa. The values of temperature for various pressures, obtained using 

this method are indicated as filled circles in Figure 6.4.4. The solid lines on the 

same figure were used for the estimate of temperature at other pressures, 

including those in the test cases. The values of temperature, calculated using this 

procedure are shown in Table 6.1. The errors of calculations were estimated to be 

about ±50 K. The values of autoignition delay time, defined as the time from the 

start of injection to the first appearance of a visible flame on the video recordings 

(Crua, 2002) are presented in Table 6.1. 

 

In-cylinder pressure (MPa) Temperature (K) Autoignition delay time (ms) 

5.6 832 2.37 
6.2 847 2.04 
6.9 852 1.78 

 

Table 6.1 The values of the measured autoignition delay times and calculated 
initial in-cylinder gas temperatures for various in-cylinder pressure. 
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6.2 Spray models in the KIVA-2 CFD code 

6.2.1 Droplet breakup models 

6.2.1.1 TAB model 

The Taylor Analogy Breakup (TAB) model is based on the analogy 

between an oscillating and distorting droplet and a spring mass system (O’Rourke 

and Amsden, 1987). In this model the droplet motion is governed by a linier 

differential equation for a forced, damped harmonic oscillator. The external force 

is analogues to the aerodynamic force; the spring restoring force is related to the 

liquid surface tension and the damping force corresponds to the liquid viscosity 

force. Droplet breakup is thus due to the amplification of droplet deformation 

caused by vibrational resonance of the surface. The governing equation of such a 

system is based on the forced harmonic oscillator equation:  

xdkxFxm &&& −−=         (6.2.1) 

where: 
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ρg and ρl are the gas and liquid densities, ( )gd vv −  is the relative velocity 

between the gas and droplet, Rd is the droplet radius, σs is the gas-liquid surface 

tension coefficient and µl is the liquid viscosity.  CF, Ck and Cd are dimensionless 

constants. Introducing non-dimensional parameter y = 2x/Rd and substituting 

Equation (6.2.2) into Equation (6.2.1) gives: 
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with breakup occurring if, and only if, y >1 (ycr =1). 

For constant (vd-vg) the solution of Equation (6.2.3) can be written as (O’Rourke, 

1987): 
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where We = ρgu2Rd/σ  is the Weber number, 
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is the square of the oscillation frequency.  

For each droplet, firstly We, td and ω2 are calculated. If ω2 ≤ 0 Equation 

(6.2.4) does not describe oscillatory processes. This occurs only for very small 

droplets. If ω2 > 0, the amplitude A of the un-damped oscillation is calculated as 

(O’Rourke, 1987): 
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where superscript n refers to the time step.  

If ,AWe
C

C

k

F 1
2

≤+  then according to Equation (6.2.4), the value of y will never 

exceed unity and breakup will not occur. If 1
2

>+ AWe
C

C

k

F  the updated values of 

y and y&  are obtained for the next time step using Equation (6.2.4). In the later 

case, breakup is possible and breakup time tbu is calculated as the smallest root 

greater than tn of the equation: 

( )[ ] 1 cos 
2

=+−+ φω n

k

F ttAWe
C

C
,                (6.2.6) 

where 
A

We
C

C
y

k

Fn









−

=

2

  cosφ  and 
( )ω

φ
A

y n
&−

=sin  

 

If time tn+1 is less than tbu the no breakup occurs on the current time step, and y 

and y& are obtained for the next time step using Equation (6.2.4). 

The dimensionless terms CF, Ck and Cd need to be adjusted to reproduce 
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the experimental data. O’Rourke and Amsden (1987) suggested that the values of 

CF, Ck and Cd are 1/3, 8 and 5 respectively.   

 

6.2.1.2 Conventional WAVE model  

The model is based on the first-order theory of stability analysis (Kelvin-

Helmholtz instability) of a stationary, round liquid jet immersed into a quiescent 

and incompressible gas (Reitz, 1987). The theory considers a cylindrical liquid jet 

issuing from a circular orifice of radius a into a stationary, incompressible 

infinitely large gas medium. The atomisation is the result of aerodynamic 

interaction between the liquid and gas that induces unstable wave growth on the 

liquid jet surface.  

  The model determines how and when droplets breakup by calculating the 

wavelength of the fastest growing disturbances on the surface of a liquid jet due 

to aerodynamic instabilities. The model assumes that aerodynamic forces at a 

liquid-gas interface and the resulting surface waves are responsible for 

atomisation. The rate of change of the droplet radius and the resulting child 

droplet size are related to the frequency (Ω) and wavelength (Λ) of the fastest 

growing surface wave, determined by the following expressions:  
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where We is Weber number for gas. The Ohnesorge number Z is defined as 

ll Re/WeZ =   where Rel is liquid Reynolds number, Wel is the liquid Weber 

number which is similar to We, except that liquid density is used to replace gas 

density in We.   The Taylor number T is defined as WeZT = .  

 In the conventional WAVE model a new droplet with radius of 

equilibrium Req is eventually formed from a parent droplet with radius Rd. Req is 

defined by the following equation (Reitz, 1987): 
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where Bo = 0.61 is the model constant. The rate of change of droplet radius in a 

parent parcel due to droplet breakup is described using the following expression 

(Reitz, 1987): 
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is the characteristic breakup time. The breakup time constant B1 is the model 

constant depending on the injector characteristics and is assumed to be related to 

initial disturbance levels originating within the injector nozzle. Reitz (1987) used 

B1=10 based on the results of measurements of quasi-steady-state Diesel spray 

penetration at relatively low injection pressure (Hiroyasu and Kadota, 1974).      

 Patterson and Reitz (1998) developed this model further in order to 

account for the effect of the Rayleigh-Taylor (RT) instability of droplets. When 

the wave length corresponding to the maximum increment of this instability  

l

3
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ρ
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π
a

RT =Λ  ,                 (6.2.12) 

is less than the diameter of a droplet, the bag breakup of the droplet is expected to 

take place. In this case Req was calculated as RTRTeq CR Λ= , where CRT  = 2.5 is 

the model constant (Patterson and Reitz, 1998). The breakup time was estimated 

as: 
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=  is the deceleration of the droplet due to the drag 

force. 
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6.2.1.3 Modified WAVE model  

 A modified WAVE breakup model was suggested by Martynov et al. 

(2007). This model takes into account the effect of injection acceleration. This 

effect was accounted for by modifying the expression for B1 based on the 

following expression (Martynov et al., 2007): 

( ) 2

111

c

st, acBB ++= ,                (6.2.14) 

where 
dt

dU

U

D
Rea

inj

inj

2=+  is the parameter taking into account the effect of flow 

acceleration, c1 and c2 are adjustable constants.  In the steady-state limit a+ is zero 

and B1=B1,st. Following Reitz (1987), it was assumed that B1,st = 10. The values of 

c1 and c2 were obtained by curve fitting. Martynov et al. (2007) recommended the 

following values c1=0.6 and c2=0.2. This modified WAVE model was shown to 

be more accurate than the conventional WAVE model especially at the initial 

stage of injection where acceleration effects need to be taken into account. 

 
6.2.2 Heating and evaporation models 

6.2.2.1 Spalding model 

In the original KIVA-2 CFD code a classic droplet heating and 

evaporation model, the so called Spalding model, is used (Spalding, 1971). This 

model is based on the following simplifying assumptions: the gas boundary layer 

is assumed to be quasi-steady; the droplet is assumed to be spherical; thermal 

radiation is neglected; air and fuel vapour are assumed to behave as ideal gases; 

vapour/liquid phases are in equilibrium at the fuel surface; the 1/3 rule is used for 

gas properties; and both circulation and temperature gradient inside the droplets 

are neglected (Spalding, 1971). 

The energy balance for the droplet is presented as: 

 l
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where Ql is the convective heat flux to the surface of the droplet (W/m2). It is 

calculated based on the Ranz-Marshall correlation (Faeth, 1977): 
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Nu is calculated based on Equation (2.2.31) with BT is replaced by BM (called as 
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K1=252 g cm/(s3K3/2), K2=200 K, A1 =1.457E-5 g/(s.cm K1/2), A2 = 110 K, kair is 

the air thermal conductivity at Tref, cair is air specific heat capacity at constant 

pressure at Tref and µair is air viscosity (Amsden et al., 1989). 

The mass vaporisation rate from the droplet surface is described by 

Equation (2.2.15); presented in the following form (Faeth, 1977): 

ShBRDm f Mdairair2 ρπ=& ,                                      (6.2.17) 

where Sh is calculated from Equation (2.2.30) (Model 0), 
( )

airair

air

D

T
Sc

ref

ρ

µ
=  , airρ  

and airD  are the average air density and binary diffusion coefficient of the fuel 

vapour in air. Amsden et al. (1985) suggested the following empirical correlation:  

2
1airair

D

refTDD =ρ  ,                           (6.2.18) 

where D2= 0.6, D1 is a constant based on the fuel type. Equation (6.2.18) is 

implemented in the KIVA-2 code. 

 

6.2.2.2 ETC model 

 In a typical internal combustion engine environment, the duration of 

transient droplet heating is comparable with droplet vaporisation time. Therefore 

the temperature gradient inside droplets cannot be ignored in CFD calculations 

(Bertoli and Migliaccio, 1999). In order to introduce a more realistic transient 

heating of droplets, the ETC model, described in Chapter 2, was suggested. This 

model allows for the calculation of internal temperature distribution in the droplet 

taking into account the circulation inside it (ETC) and the effects of thermal 

radiation. This model was successfully implemented into a zero dimensional 

code. Analysis presented in Chapter 3 showed that application of the ETC model 

is important for accurate prediction of the autoignition delay time. Hence the ETC 

model needs to be taken into account in calculations based on multi dimensional 

CFD codes, including the KIVA-2 code. 

 In the gas phase analysis, it was pointed out that a model taking into 

account the finite thickness of the thermal boundary layer around the droplet 

predicts the evaporation time closest to the one based on the approximation of 
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experimental data (see Chapter 3).  This model is based on Equations (2.2.50) and 

(2.2.51) and is called Model 4 in our analysis. It will be used in calculations based 

on the KIVA-2 code. 

  

6.2.3 Ignition model 

The ignition process in the conventional KIVA-2 code is described in 

terms of the chemical reactions in a system which are generally symbolised as 

(Amsden et al.,1989): 

∑
m

mmr Xa    ∑
m

mmr Xb ,                           (6.2.19) 

where Xm represents one mole of species m and amr and bmr are integral 

stoichiometric coefficients for reaction r. The stoichiometric coefficients must 

satisfy the following equation: 

( )∑ =−
m

mmrmr Wba 0 ,                 (6.2.20) 

so that mass is conserved in the chemical reaction. Chemical reactions are divided 

into two classes: those that proceed kinetically and those that are assumed to be in 

equilibrium.   

In the KIVA-2 CFD code the kinetic reaction is presented in CHEM 

subroutine. Kinetic reaction r proceeds at a rate rω&  given by Amsden et al. 

(1989): 

( ) ( )∏ ∏−=
m m

mrmmbrmrmmfrr 'bW/k'aW/k ρρω&               (6.2.21) 

Here, the reaction orders a′mr and b′mr need not to be to equal to amr and bmr, so 

that empirical reaction orders can be used. The coefficients kfr and kbr are 

assumed to be of a generalised Arrhenius form (Amsden et al., 1989): 

( )T/EexpTAk fr

n

frfr −= ,                (6.2.22) 

and  

( )T/EexpTAk br

n

brbr −= ,                (6.2.23) 

where Efr and Ebr are activation temperatures. 

These rate expressions are evaluated by a partially implicit procedure 

(Amsden et al., 1989). The autoignition in the customised version of the KIVA-2 

code is modelled based on the customised version of the Shell model (see Chapter 

2). 
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6.3 Numerical simulation 

In this section a brief description of the implementation of various liquid 

and gas phase models of droplet heating and evaporation into the customised 

version of the KIVA-2 CFD code is presented. The ETC and ITC liquid models 

based on the analytical solution and gas Models 0 and 4, described in Chapter 2, 

were implemented in the KIVA-2 CFD code via the EVAP subroutine. These 

replaced the Spalding model in the original KIVA-2. The effects of various 

breakup models were investigated using the TAB model, the conventional and 

modified WAVE models. These models were implemented in the BREAK 

subroutine. To investigate the effect of the ETC model on the autoignition delay 

time, the customised version of the Shell autoignition model was implemented in 

the CHEM subroutine to replace the original KIVA-2 kinetic reaction model.  

The block diagram of the subroutines related to droplets in the KIVA-2 

code is presented in Figure 6.3.1 (Amsden et al., 1989). The names of subroutines 

which calculate the related processes are written in brackets. 
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Figure 6.3.1 Block diagram for the subroutines related to droplets in the KIVA-2 
code 
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Some other modifications have been implemented. The droplet surface 

tension, latent heat of vaporisation and vapour pressure were calculated based on 

droplet surface temperature while the liquid heat capacity at constant pressure and 

liquid viscosity were calculated based on droplet average temperature. Tref was 

calculated based on the droplet surface temperature and gas temperature.  

 

6.4 Result and discussions 

6.4.1 Spray penetration in a ‘cold’ air 

The droplet breakup models, described in the previous section, are 

expected to have an effect on spray heating and evaporation processes, and 

ultimately on the timing of the fuel vapour/air mixture autoignition. This will be 

discussed in Section 6.4.2. In a realistic Diesel engine-like environment the effect 

of these models is obscured by the contribution of other models, including those 

of droplet heating/evaporation and chemical autoignition. Hence, to identify the 

most suitable droplet breakup model we found appropriate to perform the testing 

of these models in a ‘cold’ gas environment, before considering realistic Diesel 

engine-like conditions. The predictions of the models described in Section 6.2 

have been compared with the results of in-house measurements of Diesel fuel 

sprays. These were performed for sprays injected through a single-hole nozzle of 

0.2 mm in diameter into compressed air at temperature 572 K and pressure 4 

MPa. Spray penetration data were obtained from the analysis of video recordings, 

combined with mass flow rate measurements (Karimi et al., 2006). Based on the 

measured mass flow rate, the average velocity of injection has been calculated. 

The results are shown in Figure 6.4.1. As can be seen from this figure, the 

observed spray is highly transient and we anticipate that the modified WAVE 

model, described in Section 6.2.1.2, is the most appropriate one for its analysis. 
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Figure 6.4.1 Calculated instantaneous jet injection velocities. A single-hole 

injector with a nozzle of diameter 0.2 mm was used. The injector 
and in-cylinder pressures were 160 MPa and 4 MPa respectively. 
The ambient gas temperature was 572 K (Karimi et. al., 2006) 

 

Spray computations were performed using the KIVA-2 code, in which the 

models described in Section 6.2 were implemented (Amsden et al., 1989). Droplet 

parcels were injected into a cylindrical gas-filled domain using the blob injection 

method. Spray computations were performed in two dimensions, taking into 

account axial symmetry of the flow. The flow domain was represented by a 

constant volume gas chamber of 2 cm in radius and 10 cm in length, neglecting 

the piston motion during the injection pulse. The domain was covered by a 

uniform 2-dimensional grid, typically with 20 cells in the radial and 48 cells in 

the axial direction (the effects of the grid on the results will be discussed later in 

Section 6.4.2). The calculations were performed using all three droplet breakup 

models described in Section 6.2. 

The results of calculations of spray tip penetration and the corresponding 

experimental data are shown in Figure 6.4.2. The spray tip penetration length is 

defined as the distance from the nozzle exit to the leading droplet of the spray.  

As follows from this figure, the conventional WAVE and TAB models under-

predict significantly the penetration at the initial stage of this process. The 
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increase in the parameter B1 from 10 to 60 leads to some improvement in the 

accuracy of the prediction of this model. At the same time, the modified version 

of WAVE model, described in Section 6.2.1.2, gives much better agreement 

between the prediction of the model and experimental data, as expected, 

remembering a highly transient nature of the spray under consideration. 

 

 
Figure 6.4.2 Experimentally observed and computed spray tip penetration 

(defined as the distance from the nozzle exit to the leading droplet of 
the spray) (Karimi et. al., 2006). The experimental conditions were 
the same as described in Figure 6.4.1. The computations were 
performed using the customised version of the KIVA-2 CFD code in 
which various droplet breakup models were implemented. These 
include the TAB model, conventional WAVE model and the 
modified WAVE model 
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 At a later stage of injection the cluster shedding from the tip of the spray 

was observed experimentally. This led to the fluctuation of the tip penetration 

length around 4 cm (see Figure 6.4.2). This phenomenon has not been addressed 

in the present study. In our computations, the spray penetration length was 

identified with the distance from the nozzle to the leading droplet parcel. This 

leads to the deviation between the predictions of all models and experimental data 

at times greater than about 0.6 ms. We anticipate that the actual tip penetration 

length is larger than that shown in Figure 6.4.2, as the spray at distances greater 

than about 4 cm from the nozzle is not actually detected by the available 

equipment due to very low droplet volume fraction. Note that in the case of spray 

injected into ‘hot’ air, the ignition takes place typically at about 2 ms after the 

start of injection (Crua, 2002). For this late stage of injection, measurements of 

droplet sizes were performed for the same spray by Lacoste (2005). Figure 6.4.3 

shows the experimentally observed evolution of the Sauter Mean Radius (SMR) 

of droplets on the spray axis (a) and its periphery (b) at a distance of 3 cm 

downstream from the nozzle (Lacoste, 2005). On the same figure, the results of 

calculation of SMR at the same locations, using the models described in Section 

6.2, are shown.  

As follows from this figure, the modified WAVE model leads to the best 

agreement between calculated and experimental results. Although these results 

were obtained for ‘cold’ sprays, we anticipate that they will remain valid for more 

realistic ‘hot’ sprays. Hence, we can recommend this model for modelling of 

highly transient sprays. 
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Figure 6.4.3 Experimentally observed and computed Sauter Mean Radii (SMR) of 
droplets at two different locations in the spray (Lacoste, 2005). The 
models used and the experimental conditions were the same as in the 
case shown in Figure 6.4.2 
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6.4.2 Spray in a ‘hot’ air 

For the chosen test cases computations were performed assuming axial 

symmetry of the flow. Variations in the volume of the combustion chamber 

caused by piston motion during the injection pulse were small and, therefore, 

were ignored in the computations. The domain was covered by a uniform 2-

dimensional grid, typically with 20 cells in the radial and 48 cells is the axial 

direction. In computations, the liquid spray penetration is defined as the distance 

from the nozzle to the leading droplet parcel in the spray. The ignition delay is 

defined as the moment after the start of injection when the local gas temperature 

rises above the critical threshold of 1100 K. Injection velocities were calculated 

from the measured rate of injection (Karimi et al., 2006) (see Figure 6.4.1). 

The fuel injector could be heated up to 350 – 400 K. In most cases the 

temperature of the droplet parcels emerging from the injector was set to 375 K. A 

special study was undertaken to determine the sensitivity of the results to 

variations in the liquid fuel temperature. It was assumed that the chamber was 

filled with dry air (79% nitrogen and 21% oxygen by volume).  

The following analysis is subdivided into two parts. The analysis of the 

autoignition delay characteristics is presented in Section 6.4.2.1, and the analysis 

of the pre-ignition spray characteristic is presented in Section 6.4.2.2. 
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Figure 6.4.4 The initial in-cylinder gas temperatures at the top dead centre (TDC) 

as a function of the initial gas pressure at TDC. Filled circles refer to 
the values of this temperature calculated using the polytropic law 

 

 

6.4.2.1 Autoignition delay 

At first the modified WAVE breakup model was used and the parameter 

Af4 in the Shell model was assumed equal to 3 x 106. The predictions of the 

KIVA-2 code with two liquid phase models (ITC and ETC) and two gas phase 

models (Model 0 and Model 4) were compared with experimental data. The 

results are shown in Figure 6.4.5. 
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Figure 6.4.5 The total autoignition delay times observed experimentally (Crua, 
2002) and computed using the customised version of the KIVA-2 
CFD code at three initial in-cylinder pressures. The values of the 
initial gas temperature were obtained from Figure 6.4.4. The initial 
injected liquid fuel temperature was assumed equal to 375 K. The 
injection pressure was equal to 160 MPa. The modified WAVE 
model, two liquid phase models (ETC and ITC) and two gas phase 
models (Model 0 and Model 4) were used for computations 

 
 

As follows from the figure, the choice of the liquid phase model leads to a 

much stronger effect on the autoignition delay compared with the gas phase 

model. This agrees with the previously reported results based on the zero 

dimensional code (see Chapter 3). This provides an additional support for 

recommendation made in Chapter 3, that the more accurate ETC model, rather 

than the ITC model, should be used for the prediction of autoignition delay. All 

models predict correctly the decrease in autoignition delay with increasing in-

cylinder pressure. However, there is a noticeable (up to about 10%) deviation 

between experimental data and the predictions of all models, especially at 

relatively low pressure. This can be attributed to uncertainty over the choice of 

other parameters used in modelling, as discussed later in this section. A similar 

decrease of the autoignition delay with increasing in-cylinder pressure was 
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observed for injection pressure 100 MPa. However, we could not compare the 

results for this injection pressure with the prediction of the model as 

measurements of fuel injection rate were not performed for this case. At higher 

in-cylinder gas pressures (more than about 7 MPa for 160 MPa injection pressure, 

and 8 MPa for 100 MPa injection pressure), the measurements have shown an 

increase in the ignition delay time with the gas pressure (Crua, 2002). However 

this trend is not reproduced by the model. This can be attributed to the limitations 

of the ideal-gas approximations for the fuel air mixture at high in-cylinder 

pressures. Possible other explanations of this trend were discussed by Crua et al. 

(2004). Note that error bars referring to experimental data are not symmetric.  

 

 
Figure 6.4.6 The same as Figure 6.4.5, but the computations were based on the 

ETC liquid phase model, the gas phase Model 4 and various droplet 
breakup models 

 

 

Figure 6.4.6 shows the effect of breakup models on the autoignition delay 

in a Diesel spray using the ETC liquid phase model and gas phase Model 4. As 

can be seen from this figure, the variations in the autoignition delay time caused 
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by the choice of breakup model are less than about 2.5%, which is within the 

accuracy of the experimental data. Strong injection accelerations during the first 

0.2 ms after the injection, which affect the spray breakup at the initial stage of 

injection (during about 1 ms), have little effect on spray properties at the time of 

autoignition (about 2 ms after injection). This explains the relatively small 

difference between the ignition delays calculated using conventional and 

modified WAVE breakup models. The fact that the TAB breakup model predicts 

slightly shorter ignition delays than the WAVE models can be explained by the 

fact that the TAB model predicts the generation of larger amount of smaller 

droplets which evaporate faster (see Figure 6.4.3). 

As follows from Figure 6.4.4, an uncertainty of estimation of the initial 

gas temperature in the combustion chamber is about ± 50 K. The sensitivity 

analysis of the results with respect to the choice of the initial gas temperature is 

shown in Figure 6.4.7. The ETC liquid phase model, the gas phase Model 4 and 

the modified WAVE model were used for calculations. The results of 

computations based on the initial gas temperatures, estimated from the 

measurements (reference temperature as shown in Table 6.1), are presented by the 

solid curve. Thick and thin dashed curves show the autoignition delays predicted 

based on the assumption that the initial gas temperature is 20 K higher and 20 K 

lower than the reference temperature respectively. As follows from Figure 6.4.7, 

the effect of the initial gas temperature on the predicted autoignition delay is 

rather strong (up to about 20%). The autoignition delay decreases with increasing 

gas temperature as expected. The best agreement with experimental data is 

achieved when using an initial gas temperature 20 K below the reference 

one.
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Figure 6.4.7 The same as Figures 6.4.5 and 6.4.6, but the computations were 

based on the ETC liquid phase model, the gas phase Model 4, the 
modified WAVE model and three values of the initial gas 
temperature. Firstly, the initial gas temperature was taken equal to 
the one predicted by Figure 6.4.4; secondly, this temperature was 
taken equal to the one predicted by this figure minus 20 K; thirdly, 
this temperature was taken equal to the one predicted by this figure 
plus 20 K. 

 

 

Figure 6.4.8 shows the effect of the temperature of injected fuel on the 

autoignition delay. As is the case of Figure 6.4.7, the ETC liquid phase model, the 

gas phase Model 4 and the modified WAVE model were used for calculations. 

The initial gas temperature was calculated based on Figure 6.4.4. As follows from 

Figure 6.4.8 the decrease in injection fuel temperature from 375 K to 350 K leads 

to a very small increase in autoignition delay. However, increases in this 

temperature from 375 K to 400 K lead to a quite significant decrease in the delay, 

especially for in-cylinder pressure of 6.2 MPa. Since this increase in the injected 

fuel pressure leads to considerable deviation between the experimental and 

computed results, it seems unlikely that the value of this temperature can reach 

400 K. 
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Figure 6.4.8 The same as Figure 6.4.7, but the computations were based on three 

injected fuel temperatures: 350 K, 375 K and 400 K. 
 

 

As shown by Sazhina et al. (2000), increases in parameter Af4 lead to a 

decrease in the chemical autoignition delay time. At the next stage in the analysis 

the sensitivity of predicted autoignition delay to the value of Af4 was investigated. 

The results for the same models and values of parameters as in Figures 6.4.5-

6.4.8, but for various Af4 are shown in Figure 6.4.9. Following Sazhina et al. 

(2000), the analysis was focused on Af4 in the range 3 x 106 to 6 x 106 (see 

Chapter 2). As follows from this figure, the values of the autoignition delay 

decrease with increasing Af4 in agreement with Sazhina et al. (2000). This 

decrease could up to about 20% which indicates a non-negligible role of the 

chemical ignition delay compared with the total ignition delay in this particular 

case. In fact the parameter Af4 could be the fitting parameter of the model if we 

are able to specify accurately both the initial gas temperature and injection fuel 

temperature. 
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Figure 6.4.9 The same as Figure 6.4.8 for the injected fuel temperature 375 K, but 
the computations were based on four values of the coefficient Af4 in 
the Shell model, as indicated in the figure 

 

 

Finally the grid sensitivity of the result shown in Figures 6.4.5 – 6.4.9 was 

investigated. The results are shown in Figure 6.4.10. The same models as in 

Figures 6.4.5 - 6.4.9 were used with injection temperature equal to 375 and 

Af4=3x106. As follows from this figure, the difference between the delay times 

predicted by computations based on various grids does not exceed about 3 %. 

This is well below the experimental errors and allows us to conclude that mesh 

resolution, as used in this computation, is sufficient to achieve accurate results. 
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Figure 6.4.10 The same as Figure 6.4.9 for Af4 = 3x106, but the computations 

were based on four grid arrangements as indicated in the figure 
 

 

6.4.2.2 Pre-ignition spray characteristics 

In this subsection a number of spray characteristics, mainly at the pre-

ignition stage are discussed. No direct experimental verification of the results will 

be available in most cases, but these results are expected to allow us to get better 

understanding of the processes which cannot be directly observed at the moment. 

Figure 6.4.11 shows the time dependence of the maximum Sauter Mean 

Radius (SMR) of droplets and maximal in-cylinder pressure predicted by the 

KIVA-2 CFD code with the modified WAVE model, the ETC liquid phase model 

and the gas phase Model 4. The injection pressure was taken to 160 MPa, the 

initial gas pressure was equal to 6.2 MPa, and the injection temperature was taken 

to be equal to 375 K. The same grid as in Section 6.4.2.1 was used. As follows 

from Figure 6.4.11, the SMR of droplets rapidly reduces to about 10 µm, due to 

the breakup processes, which are of the same order of magnitude as observed 
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experimentally. The initial peak of the maximal in-cylinder pressure is related to 

compression of air during the injection process. 

 
 

Figure 6.4.11 The time evolution of the maximal Sauter Mean Radii (SMR) of 
droplets and in-cylinder gas pressure in the combustion chamber 
for the initial gas pressure 6.2 MPa and initial gas temperature 850 
K. The modified WAVE model, the ETC liquid phase model and 
the gas phase Model 4 were used for computations 

 

Figure 6.4.12 shows the time dependence of the maximal and minimal gas 

temperatures in the combustion chamber and the maximal temperature at the 

surface of the droplet for the same models and initial values of parameters as in 

Figure 6.4.11. The autoignition process at times greater than about 1.8 ms, 

accompanied by a rapid increase of the maximal gas temperature, is clearly seen 

in this figure. The predicted initial decrease of the minimal gas temperature is 

clearly linked with the evaporation of the freshly injected droplets. At times 

greater than about 0.4 ms, heat supplied by the chemical reactions seems to 

exceed the heat consumed for the evaporation process and the minimal gas 

temperature slowly begin to increase. The increase of the maximal droplet surface 

temperature during approximately the first 0.3 ms after the injection corresponds 

to the droplet heat-up period. After that, this temperature remains at a nearly 

constant level, close to the critical temperature of Diesel fuel (but always below 

it). 
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Figure 6.4.12 The same as Figure 6.4.11 but for maximal and minimal gas 

temperatures and maximal droplet surface temperature 
 

Figure 6.4.13 shows the time dependence of the maximal mass fractions 

of fuel vapour and the species described by the Shell model (the radical (R), 

branching agent (B) and intermediate agent (Q)), and the minimal mass fraction 

of oxygen for the same models and the initial values of parameters as in Figures 

6.4.11-6.4.12. The initial increase in the fuel vapour mass fraction is related to the 

evaporation of liquid Diesel fuel. The autoignition stage is preceded by a slow 

decrease in fuel vapour and oxygen mass fractions. This is accompanied by the 

corresponding increase in mass fractions of radicals, branching and intermediate 

agents. Immediately before the onset of autoignition, the increase in the mass 

fractions of radicals, branching and intermediate agents is visibly accelerated. 

This is accompanied by an acceleration of decrease in mass fraction of oxygen, 

while the maximal concentration of fuel vapour remains practically unchanged. 
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Figure 6.4.13 The same as Figures 6.4.11-6.4.12 but for the maximal mass 

fractions of fuel vapour and the species described by the Shell 
model (the radicals (R), branching agent (B), and intermediate 
agent (Q)), and the minimal mass fraction of oxygen  

 

 

Figure 6.4.14 shows the spatial distribution of droplets in the spray at four 

moments of time after the start of injection. These moments correspond to the 

three stages in the spray evolution: (a) breakup and heating of the liquid droplets 

(b) and (c) breakup, heating, and evaporation of droplet, (d) ignition stage. The 

same models and initial values of parameters as in Figures 6.4.11-6.4.13 were 

used for computations. The circles in this figure show the SMR of droplets 

magnified 500 times. At the injector, the radii of droplets were specified based on 

the radius of the injector, taking into account the effects of flow cavitation in the 

nozzle: Rd0=Rnozzle. Ccontr, where Ccontr = 0.62 if the cavitation number CN is 

greater than or equal to 1, and Ccontr =1 if this number is less than 1. Then the 

droplet radii rapidly decrease due to breakup processes. 

At the moment of time 0.98 ms no droplets are observed beyond Z equal 

about 4.5 cm. This is due to limitation of the penetration length at this moment. 

At t = 1.49 ms the droplets are observed over whole range of Z. At t = 1.73 ms the 

number of droplets beyond Z = 4.5 cm is visibly reduced alongside with SMR. 

This is related to droplet evaporation processes. These reductions are even more 
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clearly visible at t = 1.98 when autoignition took place, and the increased gas 

temperature led to still more rapid droplet evaporation.  

The spatial distribution of gas temperatures, SMRs, mass fractions of fuel 

vapour, oxygen, branching agent, radicals and intermediate agent for the same 

moments of time as in Figure 6.4.14 are shown in Figure 6.4.15. The same 

models and initial values of parameters as in Figures 6.4.11-6.4.14 were used for 

computations. As follows from Figure 6.4.15a, before autoignition the slow 

increase in gas temperature takes place in the area away from the spray. In the 

immediate vicinity of the spray, gas is cooled down due to the evaporation 

process. After autoignition, a rapid increase of gas temperature takes place mainly 

at the periphery of the spray in agreement with the early results reported by Flynn 

et al. (1999) and Sazhina et al. (2000). The distribution of the SMRs shown in 

Figure 6.4.15a is generally consistent with the distribution of droplets shown in 

Figure 6.4.14. 
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Figure 6.4.14 Spatial distribution of droplets at four moments of time for the 

same values of the initial parameters and models as in Figures 
6.4.11-6.4.13. The circles show SMR of droplets magnified 500 
times 
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As follows from Figure 6.4.15b, for t between 0.98 ms and 1.73 ms, the fuel 

vapour mass fraction gradually increases and this vapour spreads from the 

vicinity of the spray to the ambient gas, while the maximal fuel vapour mass 

fraction remains practically unchanged (see Figure 6.4.13). At t =1.98 ms a 

visible decrease in fuel vapour mass fraction can be seen at spray periphery where 

the autoignition took place. The decrease in oxygen mass fraction at the same 

time and location can be clearly seen in Figure 6.4.15b. Visible increase in the 

mass fractions of the branching agent, radicals and intermediate agent at t =1.98 

ms near the periphery of the spray can be clearly seen in Figure 6.4.15c. 
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Figure 6.4.15a Spatial distributions of SMRs of droplets and gas temperature for 

the same moments of time, values of the initial parameters and 
models as in Figure 6.4.14 

 
 



Chapter 6: The implementation of the new models into the KIVA-2 CFD code 

 142 

     time = 0.98 ms          time = 1.49 ms          time = 1.73 ms          time = 1.98 ms 

X (cm)

Z
(c
m
)

0 1 2
0

5

10

X (cm)

Z
(c
m
)

0 1 2
0

5

10

X (cm)

Z
(c
m
)

0 1 2
0

5

10

X (cm)

Z
(c
m
)

0 1 2
0

5

10

X (cm)

Z
(c
m
)

0 1 2
0

5

10

X (cm)

Z
(c
m
)

0 1 2
0

5

10 O2

0.21
0.16
0.11
0.05
0.00

X (cm)
Z
(c
m
)

0 1 2
0

5

10

X (cm)

Z
(c
m
)

0 1 2
0

5

10 Fuel

0.10
0.08
0.06
0.03
0.01

 
 
 
Figure 6.4.15b The same as Figure 6.4.15a, but for the fuel vapour and oxygen 

relative mass fractions 
 
 
 

Figure 6.4.16 shows the evolution of droplet parameters at various ranges of 

radii at the same moments of time as in Figures 6.4.14 and 6.4.15. Eight bands 

were considered: 

band 1 for droplets of radius less than 1.32 µm, 

band 2 for droplets of radius from 1.32 to 4.44 µm, 

band 3 for droplets of radius from 4.44 to 10.5 µm, 

band 4 for droplets of radius from 10.5 to 20.6 µm, 

band 5 for droplets of radius from 20.6 to 35.6 µm, 

band 6 for droplets of radius from 35.6 to 56.5 µm, 

band 7 for droplets of radius from 56.5 to 82.0 µm, 

band 8 for droplets of radius larger than 82.0 µm.  
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time = 0.98 ms                time = 1.49 ms         time = 1.73 ms      time = 1.98 ms 
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Figure 6.4.15c The same as Figures 6.4.15a,b, but for the radicals, branching 
agent and intermediate agent relative mass fractions 
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Figure 6.4.16 Relative number density, temperature and relative speeds of 
droplets at four moments of time (the same as in Figures 6.4.14 and 
6.4.15) and various radii bands. The same values of the initial 
parameters and models as in Figures 6.4.14-6.4.15 were used. 
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In Figure 6.4.16 bands 1-5 are shown, as these are the most representative 

for the presentation of the evolution of spray parameters. Droplets with radii 

greater than about 30 µm (bands 6-8) disappear from the system due to the 

breakup process. As follows from this figure, at t=0.98 ms, those with radii up to 

about 30 µm are present in the system. By t=1.98, the droplets with radii greater 

than about 20 µm practically disappear from the system due to breakup and 

evaporation processes. At all stages the surface temperatures of larger droplets are 

always smaller than those of smaller droplets. This is explained by the fact that 

larger droplets require more time to heat-up compared with smaller droplets and 

fresh large droplets are continuously injected into the system. The relative speed 

of larger droplets is always greater than that of smaller ones, as smaller droplets 

are more easily entrained by the ambient air.  

 

6.5 Conclusions to Chapter 6 

A number of new models have been implemented into the customised 

version of the KIVA-2 CFD code. These are the modified WAVE droplet breakup 

model, the effective thermal conductivity (ETC) liquid phase model, the gas 

phase model suggested by Abramzon and Sirignano (Model 4), and the 

customised version of the Shell autoignition model. The predictions of the 

updated KIVA-2 code have been compared with the results of the in-house 

experimental studies of Diesel sprays where appropriate. The measurable spray 

parameters include spray penetration length, the time evolution of the Sauter 

Mean Radius (SMR) of droplets and the autoignition delay times. Both spray 

injection into a relatively ‘cold’ gas, not leading to the autoignition process, and 

‘hot’ gas, leading to this process have been considered. 

It has been pointed out that in the case of spray injection into a ‘cold’ gas, 

the observed spray tip penetration agrees much better with the prediction of the 

modified WAVE model compared with other droplet breakup models widely used 

in computer simulation of quasi-steady-state spray dynamics. A similar 

conclusion is applied to the predicted and observed SMR of droplets. 

The prediction of the total autoignition delay by gas phase Model 4 have 

been compared with the prediction of this delay by a more basic gas phase model, 

based on a number of simplifying assumptions. It has been shown that the choice 
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of the gas phase model has only a minor effect on the predicted autoignition 

delay, which can be safely ignored in practical engineering computations. The 

autoignition delays predicted by the infinite thermal conductivity (ITC) and 

effective thermal conductivity (ETC) liquid phase models have also been 

compared. The ITC model is a default one used in the conventional KIVA-2 code. 

The ETC model is the new model implemented into this code. The 

implementation of the latter model was based on the analytical solution of the 

heat conduction equation in a spherical droplet applied at each time step. It has 

been pointed out that the difference in the autoignition delay times predicted by 

the ITC and ETC models is noticeable and needs to be taken into account in 

practical computations. The application of the ETC model is recommended as a 

more physical one. 

It has been pointed out that the predicted decrease in the autoignition 

delay with increasing in-cylinder gas pressure, ranging between about 5.5 MPa 

and 7 MPa, agrees with experimental observations. However, the predicted values 

of this delay are up to approximately 10% less than the experimentally observed 

ones. This level of agreement between experimental and computational results is 

considered acceptable remembering the uncertainty of both experimental data and 

values of the input parameters in the model. Uncertainty over the model values of 

parameters refers primarily to the initial gas temperature (calculated based on the 

observed in-cylinder gas pressure), the injected liquid temperature, and the 

parameters of the Shell autoignition model. It has been shown that the grid 

dependence of the results is relatively weak and can be ignored in the analysis. 

A detailed analysis of time evolution of various Diesel parameters has 

been presented. These include gas pressure and temperature, the SMRs of 

droplets, mass fractions of various gas components, droplet temperatures and 

speeds relative to the ambient gas. The results turned out to be consistent with the 

physical background of the processes involved. In agreement with the previously 

reported results, it has been shown that autoignition takes place at the periphery 

of the fuel spray.  
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7. CONCLUSIONS 

 

7.1 Comparative analysis of liquid and gas phase model of heating and 

evaporation  

A comparative analysis of liquid and gas phase models of fuel droplet 

heating and evaporation is conducted using a zero dimensional code. The analysis is 

focused on the liquid phase model based on the assumption that the liquid thermal 

conductivity is infinitely large (infinite thermal conductivity (ITC) model), and the 

so called effective thermal conductivity (ETC) model suggested by Abramzon and 

Sirignano (1989). Seven gas phase models are compared. These are six semi-

theoretical models based on various assumptions and a model based on the 

approximation of experimental data. It is pointed out that the gas phase model, 

taking into account the finite thickness of the thermal boundary layer around the 

droplet, in the form suggested by Abramzon and Sirignano (1989), predicts the 

evaporation time closest to the one based on the approximation of experimental 

data. This gas phase model is recommended for practical applications in CFD codes. 

The evaporation times predicted by both the ETC and ITC models are coincide, 

however a noticeable difference in temperature was observed at the initial stage of 

droplet heating and evaporation. 

In agreement with Sazhin et al. (2005a), for sufficiently small time steps, 

predictions of the numerical algorithms based on the analytical solution of the heat 

conduction equation and its numerical solution practically coincide. At larger time 

steps the numerical algorithms based on the analytical solution of the heat 

conduction equation is more accurate and less CPU intensive than the algorithm 

based on the numerical solution of this equation.  

  

7.2 Radiative heating 

The values of absorption coefficients of gasoline fuel (BP Pump Grade 95 

RON ULG), 2,2,4-trimethylpentane (iso-octane) and 3-pentanone have been 

measured experimentally in the range of wavelengths 0.2 µm – 4 µm. The values of 

the indices of absorption calculated based on these coefficients are shown to be 
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similar to those obtained earlier for low sulphur ESSO AF1313 Diesel fuel. The 

values of this index tend to be lower for pure substances (for example, iso-octane 

and 3-pentanone) than for Diesel and gasoline fuels. It is shown that the main 

contribution to the average absorption efficiency factor is expected to come from 

radiation at wavelengths less than 4 µm for the range of external temperatures 

between 1000 K and 3000 K. The value of this factor is approximated by a power 

function baRd , where Rd is the droplet radius. Coefficients a and b are approximated 

by piecewise quadratic functions of the radiation temperature, with the coefficients 

calculated separately in the ranges of radii 2 µm – 5 µm, 5 µm – 50 µm, 50 µm – 

100 µm and 100 µm – 200 µm for all fuels. This new approximation is shown to be 

more accurate when compared with the case when a and b are approximated by 

quadratic functions or fourth power polynomials of the radiation temperature, with 

the coefficients calculated over the entire range 2 µm – 200 µm. This difference in 

the approximations of a and b, however, is shown to have little effect on the 

modelling of fuel droplet heating and evaporation in conditions typical for internal 

combustion engines, especially in the case of Diesel fuel and 3-pentanone. 

 
 

7.3 Models and experimental data 

Validation of the droplet heating and evaporation models against 

experimental data was performed based on a zero dimensional code and the KIVA 2 

CFD code.  

Zero dimensional code 

The direct comparison of the predictions of various gas models with experimental 

data for droplet evaporation in the absence of break-up reported by Belardini et al. 

(1992) and Nomura et al. (1996) leads to inconclusive results. None of the gas phase 

models under consideration can be supported by all experimental data presented. 

The ETC model leads to a marginally better agreement with experimental data than 

the ITC model.  
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Several liquid and gas phase models have been used for modelling droplet 

heating and evaporation, together with the autoignition of the mixture of air and fuel 

vapour produced by evaporating droplets. The chemical part of the autoignition 

process has been modelled based on the Shell model in the form suggested by 

Sazhina et al. (1999). The results have been compared with experimental data 

reported by Tanabe et al. (1995). It is pointed out that the total ignition delay 

(physical and chemical delays) depends weakly on the choice of the gas phase 

model for the values of parameters used by Tanabe et al. (1995). Its dependence on 

the choice of the liquid phase model turned out to be strong, in agreement with the 

earlier results presented by Sazhin et al. (2005b). In the presence of droplet break-up 

processes, the evaporation time and the total ignition delay depend on the choice of 

both gas and liquid phase models. 

The model based on the analytical solution of the heat conduction equation 

taking into account effect of recirculation inside the droplet (ETC model) has been 

validated against experimental data for ethanol and acetone droplets. Heating and 

evaporation of monodisperse ethanol and acetone droplets has been studied in two 

regimes: pure heating and evaporation of droplets in a flow of air of prescribed 

temperature, and droplet heating and evaporation in a flame produced by previously 

injected combusting droplets. The model was combined with a gas phase model that 

took into account the effect of finite distance parameter. It has been pointed out that 

for relatively small droplets (initial radii about 65 µm) the experimentally measured 

droplet temperatures are close to the predicted average droplet temperatures. They 

are closer to the temperatures predicted at the centre of the droplets when the droplet 

diameter becomes larger than the probe volume size of the two-colour LIF 

thermometry. 

The KIVA-2 CFD code 

The ETC and ITC liquid phase models, Abramzon and Sirignano (1989) and 

simplified gas phase models, conventional and modified WAVE breakup models 

and the customised version of the Shell autoignition models have been implemented 

into KIVA-2 CFD code. This new customized version of the KIVA-2 code has been 
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used for modelling the processes is Diesel engine-like environment. The results of 

calculations have been compared with in-house experimental data where 

appropriate. It has been pointed out that in the case of spray injection into a ‘cold’ 

gas, the observed spray tip penetration agrees much better with the prediction of the 

modified WAVE models compared with other droplet breakup models, widely used 

in computer simulation of quasi-steady-state sprays. A similar conclusion is applied 

to the predicted and observed SMR of droplets.  

The predictions of the total autoignition delay by the Abramzon and 

Sirignano model (the gas phase Model 4) have been compared with the predictions 

of this delay by a more basic gas phase model (Model 0). It has been shown that the 

choice of gas phase model produces only minor effects on the predicted autoignition 

delay, which can be safely ignored in practical engineering computations. The 

difference in the autoignition delay times predicted by the ITC and ETC models is 

noticeable and needs to be taken into account in practical computations. The 

application of the ETC model is recommended as a more physical one. 

 

7.4 Recommendations for further work 

• The measurement of the index of absorption of various fuels in the range of 

wave length 4 µm – 10 µm is recommended. 

• This thesis was focused on the hydrodynamic models for evaporation, while 

the effects of kinetic processes have been neglected. Further analysis using 

the kinetic model would be helpful for understanding of the underlying 

physics of the processes and more accurate modelling.  
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Appendix A 

Physical properties of fuel based on normalised temperature 

 
Some of physical properties of fuels used in this thesis (e.g : n-heptane, 

tetradecane, n-dodecane and Diesel fuel) are given in Appendix A of Sazhin et al. 

(2005b), where in most cases they are approximated as polynomials of the absolute 

temperature T. This presentation, however, has a major drawback. For realistic 

temperatures high powers of T lead to rather large numbers. Hence, to get required 

values of these properties these large numbers are often multiplied by very small 

numbers and this potentially can lead to errors in calculations. To minimise these 

errors, rather large numbers of digits (up to 11) were needed to be retained in these 

formulae. Also, this approximation of properties made it rather difficult to infer their 

values for widely used temperatures (say room temperature 300 K).  

These factors were the main driving force behind our intention to look for an 

alternative approximation of physical properties given in the abovementioned 

Appendix. We presented these properties not as polynomials of T, but as polynomials 

of the normalised temperature: 

0

0

T

TT
T
~ −
= , 

 

where T0 = 300 K. There are at least two main advantages of this approximation of 

physical properties. Firstly, in contrast to T, the values of T
~

 vary in a rather narrow 

range (between 0 and 3 in most cases). Hence, the coefficients of the polynomials are 

expected to be comparable with the values of the properties in most cases. Also, the 

number of digits in the coefficients required can be relatively small (about 3-4 in most 

cases). Secondly, the zeroth term of the polynomials automatically gives the values of 

properties at room temperature. For consistency, even if the approximations different 

from polynomials are used, the properties are still presented as functions of T~ . The 

values of parameters, obtained using new formulae, are very close to the ones based 

on the formulae given in Sazhin et al. (2005b), the corresponding plots are 

indistinguishable. Some relevant plots are shown at Figure A.1 to Figure A.12. In 

these figures, plots 1 refer to the approximations of properties based on temperatures 
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as used by Sazhin et al. (2005b), and plots 2 refer to the new approximations based on 

the normalised temperatures.      

 

Physical properties of tetradecane 
 
Latent heat of evaporation: 

Using data presented in Maxwell (1950), the latent heat of evaporation is 

approximated as: 

J/kg  10 x 571    

10 x 15110 x 77510 x 93210 x 40410 x 17110 x 603
64

5444342355

T
~

.

T
~

.T
~

.T
~

.T
~

.T
~

..L

+

−−−+−=

 

when 311cr .T
~

T
~

=<  (normalised critical temperature) and zero otherwise (Poling et 

al., 2000) 

 

Specific heat capacity of liquid: 

Using data presented in Maxwell (1950), the specific heat capacity of liquid is 

approximated as: 

( )T
~

..c 420exp 302220l =  J/(kg·K) 

 

The specific heat capacity of vapour at constant pressure: 

The specific heat capacity of vapour at constant pressure is approximated as (Poling et 

al., 2000): 

432223
pF 690111510 x 51210 x 39110 x 661 T

~
.T

~
.T

~
.T

~
..c ++−+=   J/(kg.K) 

 

Saturated vapour pressure 

The saturated vapour pressure is approximated as: 

( )65432355
s 713861286608223010 x 50710 x 00910 T

~
.T

~
.T

~
.T

~
.T

~
.T

~
..p −+−+−+= −−  Pa 

when crT
~

T
~
< , and zero otherwise (Poling et al., 2000). 

 

The density of liquid: 

Using data presented in Maxwell (1950), the density of liquid is approximated as: 

2
l 13422119494762 T

~
.T

~
.. −−=ρ  kg/m3 

and the thermal conductivity of liquid is approximated as 
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32222
l 10 x 61110 x 05210 x 475140 T

~
.T

~
.T

~
..k −−− +−−=  W/(m· K) 

when  crT
~

T
~
< , and zero otherwise. 

 

Comparison of two approximations of physical properties of tetradecane 

 
Figure A.1 The liquid specific heat capacity of tetradecane as predicted by Sazhin et al. 

(2005b) (plot 1) and the present approximation (plot 2)  
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Figure A.2 The same as Figure A.1 but for vapour specific heat capacity 

 

 

 
Figure A.3 The same as Figures A.1-A.2 but for latent heat of evaporation. 
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Figure A.4 The same as Figures A.1-A.3 but for liquid density 

 
Figure A.5 The same as Figures A.1-A.4 but for liquid thermal conductivity  
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Physical Properties of n-heptane 

Latent heat of evaporation: 

Latent heat of evaporation is approximated as (Chin et al., 1985) 
380

bcr

cr3108317
.

T
~

T
~

T
~

T
~

x.L 








−

−
= J/kg, 

when crT
~

T
~
<  and zero otherwise, where 8000cr .T

~
=  and 2380b .T

~
=  

 

Specific heat capacity of liquid: 

Specific heat capacity of liquid is approximated as (Maxwell, 1950): 

43332333
l 10 x 16510 x 89410 x 87110 x 11110 x 252 T

~
.T

~
.T

~
.T

~
..c +−++=  J/(kg· K) 

 

Specific heat capacity of vapour at constant pressure: 

The specific heat capacity of vapour at constant pressure is approximated as (Poling et 

al., 2000): 

4323
pF 2252642407512110 x 281501662 T

~
.T

~
.T

~
.T

~
..c +−++= J/(kg.K) 

The saturated vapour pressure is assumed to be equal to (Poling et al., 2000): 

( )654325
s 740780240967640301170780781082010 T

~
.T

~
.T

~
.T

~
.T

~
.T

~
..p +−++++=  Pa 

when crT
~

T
~
<  and zero otherwise. 

 

The density of Liquid: 

Using data presented in Maxwell (1950), the density of liquid is approximated as: 

432
l 3788216735162517324893678 T

~
.T

~
.T

~
.T

~
.. −+−−=ρ  kg/m3 

when T
~
≤0.793, 

2555
l 101051004810163 T

~
x.T

~
x.x. −+−=ρ  kg/m3 

when T
~
>0.793. 

 

Liquid thermal conductivity: 

Using data presented in Maxwell (1950), the thermal conductivity of liquid is 

approximated as: 

T
~

..k 13701220l −=  W/(m·K) 
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when  crT
~

T
~
< , and zero otherwise. 

 

Comparison of two approximations of physical properties of n-heptane 

 

 
Figure A.6 The liquid density of n-heptane as predicted by Sazhin et al. (2005b) (plot 1) 

and the present approximation (plot 2)  
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Figure A.7 The same as Figure A.6 but for vapour specific heat capacity 

 

 
Figure A.8 The as Figures A.6-A.7 but for liquid specific heat capacity 
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Physical properties of n-dodecane: 

Latent heat of evaporation: 

Latent heat of evaporation is approximated as (Poling et al., 2000; Borman et al., 

1962): 

4534255 10 x 17110 x 96910 x 0119233410 x 454 T
~

.T
~

.T
~

.T
~

..L −+++=  J/kg, 

when 19671cr .T
~

T
~

=<  and zero otherwise.  

 

Specific heat capacity of liquid: 

Using data presented in Maxwell (1950), the specific heat capacity of liquid is 

approximated as: 

32
l 17453863501260502172 T

~
.T

~
.T

~
..c +−+=  J/(kg·K) 

 

Specific heat capacity of vapour: 

The specific heat capacity of vapour at constant pressure is approximated as (Durret et 

al., 1987): 

5432
pF 250075562856100151601594 T

~
.T

~
.T

~
.T

~
.T

~
..c −+−−+=  J/(kg.K) 

The saturated vapour pressure is assumed to be equal to 

( )[ ]2073003743.84/-12.13 exp x 766894s += T
~

.p  Pa  

when  19671cr .T
~

T
~

=<  and zero otherwise 

 

Density of liquid: 

The density of liquid is approximated as (Handbook of Aviation Fuel Prop., 1984): 

 32
l 708890404223096744 T

~
.T

~
.T

~
.. −+−=ρ  kg/m3 

 

Thermal conductivity of liquid:  

The thermal conductivity of liquid n-dodecane and liquid diesel fuel in W/(m· K) was 

used in the table form (see table A 1:  (Poling et al., 2000)) 

 

Surface tension: 

The surface tension is approximated as (Duret et al., 1987): 
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1210

cr
s 1

1
105280

.

T
~
T
~

. 








+

+
−=σ N/m 

 

 

Comparison of two approximations of physical properties of n-dodecane 

 

 
Figure A.9 The vapour specific heat capacity of n-dodecane as predicted by Sazhin et 

al. (2005b) (plot 1) and the present approximation (plot 2)  
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Figure A.10 The same as Figure A.9 but for liquid heat capacity 

 

 
Figure A.11 The same as Figures A.9-A.10 but for liquid density.  
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Figure A.12 The same as Figures A.9-A.11 but for latent heat of evaporation  

 

 

 

Physical properties of Diesel fuel 

In this section a compilation of physical properties of a ‘typical’ Diesel fuel is given. 

These are expected to differ slightly from any particular Diesel fuel. 

Latent heat of evaporation: 

Latent heat of evaporation is approximated as (Chin et al., 1987): 
380

bcr

cr310 x 254
.

T
~

T
~

T
~

T
~

L 








−

−
= J/kg 

when  4191cr .T
~

T
~

=< , and zero otherwise, where 7880b .T
~

= . 

 

Specific heat capacity of liquid: 

The specific heat capacity of liquid is approximated as (Duret et al., 1987): 

2
l 40266201366601896 T

~
.T

~
..c −+=  J/(kg.K) 

The specific heat capacity of vapour at constant pressure is assumed to be equal to 

that of n-dodecane (Duret et al., 1987).  
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Saturated vapour pressure 

The saturated vapour pressure (in Pa) is assumed to be equal to (Chin et al., 1985): 

( )[ ]
( )[ ]
( )[ ]
( )[ ]












<≤+−

<≤+−

<≤+−

<+−

=

cr

s

1.067  when  3002578258102016exp  1000

06710.667  when  3002575139229312exp  1000

66700.267  when  3002571044360614exp  1000

2670  when  300257522591598exp  1000

T
~

T
~

T
~

/..

.T
~

T
~

/..

.T
~

T
~

/..

.T
~

T
~

/..

p  

 

Density of liquid: 

The density of liquid is approximated as (Handbook of Aviation Fuel Properties, 

1984): 

)T
~

../( 20100081840l +=ρ  kg/m3 

 

Surface tension: 

The surface tension is approximated as (Duret et al., 1987): 
1210

cr 1
1

10590
.

s
T
~
T
~

. 








+

+
−=σ N/m 

 

Thermal conductivity  

Thermal conductivities of Diesel fuel are shown in Table A 1 (Poling et al., 2000) 

 

Table A1. The liquid thermal conductivities of Diesel fuel and n-dodecane  

kl (W/mK)  T
~
 

Diesel fuel n-dodecane 

0 0.145 0.139 

0.033 0.143 0.136 

0.067 0.141 0.134 

0.100 0.139 0.132 

0.133 0.137 0.13 

0.167 0.135 0.128 

0.200 0.133 0.126 

0.233 0.131 0.123 

0.267 0.129 0.121 

0.300 0.127 0.119 
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0.333 0.125 0.117 

0.367 0.123 0.115 

0.400 0.121 0.112 

0.433 0.119 0.11 

0.467 0.117 0.108 

0.500 0.115 0.106 

0.533 0.113 0.103 

0.567 0.111 0.101 

0.600 0.109 0.098 

0.633 0.107 0.096 

0.667 0.104 0.093 

0.700 0.102 0.091 

0.733 0.1 0.088 

0.767 0.098 0.086 

0.800 0.096 0.083 

0.833 0.094 0.08 

0.867 0.091 0.077 

0.900 0.089 0.073 

0.933 0.086 0.07 

0.967 0.084 0.066 

1.000 0.081 0.062 

1.033 0.078 0.058 

1.067 0.076 0.053 

1.100 0.073 0.047 

1.133 0.069 0.04 

1.167 0.066 0.03 

1.200 0.062  

1.233 0.059  

1.267 0.054  

1.300 0.049  

1.333 0.043  

1.367 0.036  

1.400 0.025  

 

 
 
 
 
 
 



Appendix A: Physical properties of fuel based on normalised temperature 

 A-15 

Properties of 3-pentanone 
 
Latent heat of evaporation: 
Using data presented in (CRC Handbook, 2005), the latent heat of evaporation is 
approximated as:  

5243544 10 x 3.889  65.22 -  10 x 1.896 - 10 x 1.764  10 x 3.845-  ++= T
~

T
~

T
~

T
~

L  J/kg 
when crT

~
T
~
< =0.87 and zero otherwise. 

 
Saturated vapour pressure:  
The saturated vapour pressure is approximated as (CRC Handbook, 2005):  
 

0.110)   0.205 -  2.156   1.056  (0.15410  2345 +++= T
~

T
~

T
~

T
~

ps  N/m2 
 
Liquid densities: 

Using data presented by Lee et al. (1997), the density of liquid is approximated as:  
815.17  61.341 - 88.184 - 91.16  26.112-  234

l ++= T
~

T
~

T
~

T
~ρ  kg/m3 

 
Liquid viscosities:  
Using data presented in (CRC Handbook, 2005), the liquid viscosities is 
approximated as: 

-42
l 4.44)10 + 5.56 - (15.0 = T

~
T
~µ  Ns/m2 

 
 
 

 

Vapour viscosities: 
Vapour dynamic viscosity is taken at room temperature 0=T

~  (effect of temperature 
is ignored (Fermeglia et al., 1990): 
 -6

F 9.16.10  = µ   Ns/m2 
 

 

Specific heat capacity of liquid: 
Specific heat capacity of liquid is taken from CRC Handbook (2005) at room 
temperature 0=T

~  
2219.86  l =c  J/(kg.K) 

 

Liquid thermal conductivity: 
Using data presented in CRC Handbook (2005), the liquid thermal conductivity is 
approximated as: 

0.144  0.0467 - 0.00019-  2
l += T

~
T
~

k  W/(m.K) 

when crT
~

T
~
<  and zero otherwise. 

 
Specific heat capacity of vapour: 
Using data presented by Hales (1967), the vapour specific heat capacity is 
approximated as: 

1614868897268.16-  2 .T
~

.T
~

cF ++=  J/(kg.K) 
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Physical properties of n-octane 
 
Latent heat of evaporation:  
The latent heat of evaporation is approximated as (Maxwell, 1950):  

53243443 10 x 3.49  10 x 4.37   10 x 5.64 - 10 x 2.72    x105.23-  +++= T
~

T
~

T
~

T
~

L  J/kg 
when crT

~
T
~
< =0.888 and zero otherwise. 

 
The saturated vapour pressure: 

The saturated vapour pressure is approximated as (Reid and Sherwood, 1958): 
0.03)  0.09 - 0.99  30.82 - 0.34 (10 2345 ++= T

~
T
~

T
~

T
~

ps  N/m2 
 
Liquid densities:  
Using data presented by Raznjevic (1976) the liquid densities is approximated as: 

725.56  33.12 - 56.16 - 28.33  5.61- 234
l ++= T

~
T
~

T
~

T
~ρ  kg/m3 

when crT
~

T
~
<  

 
Viscosities: 

The liquid and vapour viscosities is approximated as (Raznjevic, 1976) 
 5.6137)10 + 24.791 - 67.613 + (-78.75 = -423

l T
~

T
~

T
~µ  Ns/m2 

-623
F 6.4)10 + 0.88 +10.761 + (-6.93 = T

~
T
~

T
~µ   Ns/m2 

 
 
 

Specific heat capacity:  

The liquid and vapour viscosities are approximated as (Touloukian et al., 1970): 
 

2224.12  930.43  602.23  311.12-  33
l +++= T

~
T
~

T
~

c   J/(kg.K) 

611697811339681628518 23
pF .  T

~
.  T

~
. - T

~
.-c ++=  J/(kg.K) 

 
Liquid thermal conductivity: 
Using data presented by Raznjevic (1976) the liquid thermal conductivity is 
approximated as: 

0.1413  0.042 - 0.027-  2
l += T

~
T
~

k   W/(m.K) 

when crT
~

T
~
<  and zero otherwise 

 
 

Physical properties of gasoline fuel 
 

Liquid density: 

The liquid density is taken from Handbook of Aviation Fuel Properties (1984) and 
approximated as: 

0272022222  l .  T
~

. - +=ρ  kg/m3 
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Latent heat of evaporation: 

Using data presented by Chin et al. (1985), the latent heat of evaporation is 
approximated as: 

552435 10483106411088210611  x . + T
~

 x . - T
~

  x  . + T
~

   x .L= -  J/kg 
when 8830.T

~
T
~

cr =<  
 
Saturated vapour pressure: 

Using data presented by Chin et al. (1985), the saturated vapour pressure is 
approximated as: 

5234
s 103530051481272867164985178= ).+ T

~
. - T

~
 . + T

~
. - T

~
 .( p  N/m2 

 
 

 Liquid heat capacity: 

Using data presented in CRC Handbook (2005), the liquid heat capacity is 
approximated as: 20581200 =l  + T

~
 c  J/(kg.K) 

 
Vapour heat capacity: 

Using data presented by Chin et al. (1985), the vapour heat capacity is approximated 
as: 

70250776720841131112 = 23
pF . + T

~
. + T

~
 . - T

~
.c   J/(kg.K) 

 
Liquid thermal conductivity: 

The liquid thermal conductivity is taken from Reid and Sherwood (1958) and is 
approximated as: 
 1251004620204704575035790 = 234

l .+ T
~

. - T
~

. - T
~

 . + T
~

 .-k   W/(m.K) 

when crT
~

T
~
<  zero otherwise. 

 
Liquid viscosities: 

Using data presented in Handbook of Aviation Fuel Properties (1984), the liquid 
viscosities is approximated as:  
 

-423
l 4.5048)10 + 14.848 - 16.449 + (-8.8431 = T

~
T
~

T
~µ   Ns/m2 

 
Vapour viscosity: 

The vapour viscosity is taken from Hirschfelder et al. (1967) and is approximated as: 
-623

F 5.0555)10 + 6.0455 + 0.6356 - 0.0014 (= T
~

T
~

T
~µ   Ns/m2 
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Appendix B 

Physical properties of a mixture of fuel vapour and air 

Density and specific heat capacity of the mixture are calculated using the 

following simple formulae: 

mixmix

mix
mix

TR

p
=ρ               (B.1) 

cpmix = (1 − YF )cpa + YF cpF ,              (B.2) 

where pmix, Rmix and Tmix are the pressure, gas constant, and temperature of the 

mixture of fuel vapour and air, YF is the mass fraction of fuel vapour, subscripts a and 

F refer to air and fuel vapour respectively. 

Dynamic viscosity of the mixture is calculated from the following general 

semi empirical formula (Bird et al.,2002): 

∑
∑=

=
Φ

=
N

i
N

j
X

X

1
1 ijj

ii
mix

µ
µ              (B.3) 

where 
2

41

i

j

21

j

i

21

j

i
ij 11

8
1

































+










+=Φ

− ///

M

M

M

M

µ
µ

 

 

Xi are molar fractions of species i, Mi are molar masses (kg/kmol), the summation is 

performed over all N species. 

Similarly, the thermal conductivity of the mixture is calculated from the 

following general semi empirical formula (Mason and Saxena, 1958; Bird et al., 

2002): 

 

∑
∑=

=
Φ

=
N

i
N

j
X

kX
k

1
1 ijj

ii
mix               (B.4) 

where Φij is the same as in Equation (B.3). 

The binary diffusion coefficient was estimated using the following equation 

(Bird et al., 2002): 

( )*TpMM
T.D

Fa
2
FaaF

37-
Fa

111
10 x 85831

Ω







+=

σ
         (B.5) 
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where DFa is in m2/s, p is in atm (1 atm = 0.101 MPa), T is in K, σFa = 0.5(σF + σa) is 

the minimal distance between molecules in Angstroms (1 Angstrom = 10−10 m), ΩFa is 

the collision integral, the value of which depends on the normalised temperature 

 T*  = TkB/ε,  kB is the Boltzmann constant, εFa = (εF.εa)0.5. 

The values of σa and εa/kB can be obtained from Table E.1 in Bird et al. (2002): 

σa = 3.617 Angstrom, εa/kB = 97.0 K. 

There is some controversy regarding the values of these parameters for various fuels. 

The values σF (in Angstrom) and εF/kB  (in K) for tetradecane, n-heptane, gasoline, n-

octane, 3-pentanone and n-dodecane reported by Hirschfelder et al. (1967) and 

Paredes et al. (2000) are shown in the Table B.1: 

 

Fuel Reference σF (Angstrom) εF/kB  (K) 

Tetradecane Hirschfelder et al. (1967) 9.800 244.0 

Tetradecane Paredes et al. (2000) 6.55 454.38 

n-heptane Hirschfelder et al. (1967) 5.949 399.3 

n-heptane Paredes et al. (2000) 6.498 455.04 

n-dodecane Hirschfelder et al. (1967) 9.37 245.0 

n-dodecane Paredes et al. (2000) 6.5972 454.6768 

n-octane Paredes et al. (2000) 6.52 456.627 

Gasoline Hirschfelder et al. (1967) 7.451 320.00 

3-pentanone Hirschfelder et al. (1967) 4.22 351.562 

 

Table B.1 The values σF (in Angstrom) and εF/kB  (in K) for various fuel 

 

Once the value of T* has been found, the collision integral ΩFa could be 

obtained from Table E.2 (Bird et al., 2002). Following Bird et al., 2002, these values 

of ΩFa are approximated as: 

 

( ) ( ) ( )*T.

.

*T.

.

*T.

.

*T

.
. 894113exp

764741
529961exp
035871

476350exp
193000060361

156100Fa +++=Ω        (B.6) 
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The plots of DFa for the diffusion of n-dodecane in air versus temperature for p = 3 

MPa and the values of σF and εa/kB recommended by Hirschfelder et al. (1967)  and 

Paredes et al. (2000) given in the above table, are shown in Figure B.1.  

 

 

 
Figure B.1 The plots of DFa for diffusion of n-dodecane in air versus temperature for      

p = 3 MPa and the values of  σF and εa/kB given by Hirschfelder et al. (1967) 
(Curve 1) and Paredes et al. (2000) (Curve 2). 

 

As can be seen from this figure, the values of DFa based on the parameters 

recommended by Paredes et al. (2000) are noticeably larger than those based on the 

parameters recommended by Hirschfelder at al. (1967) The analysis of this paper is 

based on data obtained by Paredes et al. (2000). They are more recent ones and they 

lead to more realistic values of Le, which in the case of gases are assumed to be of the 

order of 1 (Le= O(1)) ( Harstad et al., 1999). 

Alternatively we could use approximation of ΩFa was suggested by Hirschfelder et al. 

(1967): 

 

372

23Fa

1068441457200000       

00489760710620
768710028472000809970

*T*.*T.

*T..
*T

.

*T

.

*T

.

−−+

−++−
−

=Ω                 (B.7) 

 

The plots of DFa using different approximation of ΩFa are presented in Figure B.2. 

Curve 1 refer to DFa using approximation of ΩFa suggested by Bird et al. (2002) and 
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curve 2 refer to DFa using approximation of ΩFa suggested by  Hirschfelder et al. 

(1967). As one can see from this figure, the predictions of both approximations almost 

coincide. In this analysis we use approximation of ΩFa that suggested by Bird et al. 

(2002). 

 

 
Figure B.2 The plots of DFa for the diffusion of n-dodecane in air versus temperature 

for  p = 3 MPa and the values of ΩFa given by Bird et al. (2002) (Curve 1) 
and Hirschfelder  et al. (1967) (Curve 2). 
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Appendix C 

Numerical procedure of the zero dimensional code 

This Appendix is focused on the implementation of the model of 

convective and radiative heating of a semi-transparent fuel droplet, based on 

the analytical solution of the heat conduction equation inside the droplet into a 

zero dimensional code (see  Chapter 2).  

A number of processes in Diesel engines (swelling, evaporation, internal 

circulation inside the droplets, dynamics of the droplets, effects of the droplets 

on gas phase, droplet break-up and the autoignition ) have been into account. 

Effects of turbulence and coalescence processes have been ignored. 

As the first step it is assume that the temperature of gas Tg (t=0) and 

initial droplet velocity vd (t=0) are given. The values of the convection heat 

transfer coefficient depend on gas properties (thermal conductivity and 

viscosity) and droplet radii. For stationary droplet the later is calculated using 

the equation: 

( )
dl

Mggd
1ln

R

BD

dt

dR

ρ

ρ +
−= ,                (C.1) 

and taking into account swelling due to the decrease of liquid density with 

increasing temperature. Under these assumptions the calculation of the droplet 

temperature reduces to the solution of Equation (2.1.21) subject to appropriate 

initial and boundary conditions. When calculating droplet radius we took into 

account the conservation of mass of liquid droplets during their swelling. 

The analytical solution (2.1.22) enables us to get the temperature 

distribution inside the droplets T(R,t) as a function of radius R at the end of 

each time step. For the first time step the initial conditions Td0(R,t=0) are used. 

The solution at the end of the first time step is used as the initial condition for 

the second time step etc. If the time step over which the droplet temperature 

and radius are calculated is small, it can be assumed that h(t) = const over time 

step. In this case m& d(t=0) is calculated using the equation: 

Mggd2 ShBDRmd ρπ−=&                                (C.2)  

where Sh is calculated from Equation (2.2.30) for Model 0, Equation (2.2.30) 

for Model 1, Equation (2.2.46) for Model 2, Equation (2.2.35) for Model 3, 
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Equation (2.2.50) for model 4, Equation (2.2.48) for Model 5 and Equation 

(2.2.9) for Model 6. 

The change of droplet radius R& d (t=0) is calculated as: 

dt

dR

R

m

dt

dR l

l

d

ld

dd ρ
ρρπ 34 2 −=

&
              (C.3) 

 

Teff (t=0) is calculated from Equation (2.2.56). Then the initial condition at t=0 

allowed us to calculate T(R,t) at the end of the first time step (T(R,t1)) using 

Equation (2.1.22). The heat transfer coefficient is calculated as h(t)=Nu 

kg/2Rd(t). The Nusselt number obtained using Equation (2.2.31) with BT is 

replaced by BM for Model 0, Equation (2.2.31) for Model 1, Equation (2.2.47) 

for Model 2, Equation (2.2.34) for Model 3, Equation (2.2.51) for Model 4, 

Equation (2.2.49) for Model 5 and Equation (2.2.5) for Model 6. Regarding the 

effect of film thickness (Model 2, Model 4 and Model 5), the calculation of BT 

and F(BT) should be performed simultaneously using the iteration  procedure 

(see Figure C.1). 

The effect of internal circulation inside the droplet is taken into account 

by multiplying the liquid thermal conductivity by the factor χ, which is 

calculated using Equation (2.1.11). 

The velocity of droplets injected from a nozzle are initially much 

greater than the velocity of the gas (air) stream, but they are slowed down due 

to the drag force, while gas is accelerated. In this case, the dynamic of droplet 

is taken into account using the following equation (Abramzon & Sirignano, 

1989): 

( ) dgddgg
0d

d vvvv
2

v
A

C

dt

d
m D −−−= ρ             (C.4) 

where Ad is the cross-sectional area of droplets, CD0 is the drag coefficient for 

non-evaporating droplets, depending on Red. In this analysis, CD0 is calculated 

based on the following approximation (Panton, 1996): 









>

≤






 +
=

1000when                               4240

1000 when           
6
1

1
24

d

d
32

d
d0

Re.

ReRe
ReC

/

D             (C.5) 

The effect of evaporation is taken into account via replacing CD0 by 

(Abramzon & Sirignano, 1989): 
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( )αM

0

1 B

C
C D

D
+

−= ,             (C.6) 

where  





≥

<
=

780       when750
780 when           1

M

M

.B.

.B
α  

 

The system of Equations (C.4) and (C.2) is solved using the Runge-

Kutta method with adaptive step size control to obtained the droplet mass and 

velocity at t=t1. The fuel vapour mass is calculated as:    

( ) ( )1dv0d0 0 ttmntmnmv =−==∆ ,                (C.7) 

where mdv is the droplet mass obtained by solving Equation (C.2) and n is the 

number of droplets. The momentum transferred from gas to droplets has the 

same value but the opposite sign to the momentum transferred from droplets to 

gas. Gas velocity is calculated from the momentum conservation equation, 

which can be presented in the form:  

( ) ( )
∑−=

i

ii

dt

md

dt

md
ddgg vv

,                (C.8) 

where subscript i indicates individual droplets and summation is performed 

over all droplets. 

It was checked that the second term in Equation (C.3) is relatively small 

and can be neglected if errors less than 0.1 % in evaporation time calculation 

can be tolerated.  

In break-up models, two types of stresses acting on the moving droplets 

are taken into account. These are normal stresses, leading to droplet ‘bag’ 

break-up, and tangential stresses, leading to droplet ‘stripping’ break-up 

(Sazhin et al., 2003). In both cases, the reduction of droplet radii is described 

by the equation: 

( )

( )( )
( )

( )







>
−

−

≤

=
sb

s

sb

sb

RR
t

RR

RR

dt

dR

dd
b

dd

dd

d

en         wh

hen          w                    0

              (C.9) 

where Rdb(s) are threshold radii marginally stable droplet with respect to bag 

(stripping) break-up, tb(s) are the characteristic times of the development of 

these break-ups (Sazhin et al., 2003): 
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t ,         (C.11) 

σs is the surface tension coefficient, gρ  is the average gas density. 

The threshold value of Rdb and Rds follow from the following criteria for bag 

and stripping break-up (Reitz and Diwakar, 1986): 

up)-break (bag  6

2

>
−

≡
σ

ρ ddgg Rvv
We , and 50.

Re

We
>   (stripping break-

up), where We is the Weber number. These criteria were checked for each 

droplet parcel at each time step. If either of the two criteria is met for the time 

equal to the corresponding time defined in Equations (C.11), the stable droplet 

size for the parcel was obtained from Equation (C.10). The size of an unstable 

droplet was allowed to change continuously with time following the rate 

Equation (C.9). This approach was used for the analysis of breakup in a zero 

dimensional code. (the models used in the KIVA-2 code are described in 

Chapter 6) 

As evaporation and breakup processes can happened simultaneously, 

the mass of liquid droplet was calculated as: 

( ) ( )( ) nvd01d 0 n/mmntm ∆−=               (C.13) 

Rd(t1) is calculated as: 

( ) ( ) ( )( )( ) 31
11d1d 43

/
tT/tmtR πρ=              (C.14) 

The gas temperature Tg(t1) was obtained from the following equation:  

( )∑ −−=
i

iii TTRNu
cm

k

dt

dT
sgd0

pgg

gg 2π .                      (C.15) 

If the equivalence ratio (actual fuel /air ratio divided by stoichiometric 

fuel/air ratio) reaches the lower flammability range of the fuel, the Shell model 

is activated in the calculation of gas temperature and new concentrations of the 

fuel vapour, oxygen and the inert gas mass fractions in the surrounding gas. 

For the second time step, the values of variables obtained at the end of the first 

time step (t=t1) T(r,t1),Rd(t1), Tg(t1), vd(t1), vg(t1), md(t1), n(t1) and concentration 

of the fuel vapour, oxygen and inert gas in surrounding gas are used as initial 
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conditions to integrate the equation in the range (t1,t2). The previous 

calculations are repeated based on the new initial conditions to get the result at 

t=t2. 

The same procedure is repeated for all subsequent time steps until the 

autoignition starts at Tg= 1100 K (Sazhina et al., 1999). The number of terms in 

the series in Equation (2.1.22), which needs to be taken into account, depends 

on the timing of the starts of droplet heating and time when the value of droplet 

temperature is calculated. For parameters relevant to Diesel engines 

environment just three terms in the series can be safely used with possible 

errors of not more than about 1% (Sazhin et al. 2004a). 

The gradients of temperature and fuel vapour concentration in the gas 

phase are ignored. This has been introduced with view to the future 

implementation of the algorithm into a multidimensional computational fluid 

dynamics (CFD) code, where this assumption refers to individual 

computational cells. The number of droplets in the enclosure can be arbitrary, 

but the direct interaction between droplets is not taken into account at this 

stage. All transport coefficients for the gas phase for Model 0- 5 were 

calculated at the reference temperature, Tref defined as (Lefebvre, 1989): 

3

2 sg
ref

TT
T

+
=  

and  

2
sg

ref

TT
T

+
=  

for Model 6 (Haywood et al., 1989). 

The concentration of fuel vapour is assumed to be so small that its 

effect on transport coefficients can be ignored. This effect could be taken into 

account as described in Appendix 3 of Sazhin et al. (1993). It was taken into 

account when calculating gas density and average specific heat capacity. The 

ignition of fuel vapour/air mixture is based on the customised version of the 

Shell autoignition model in which the autoignition process is reduced to eight-

step chain branching reaction scheme with Af4 in the range between 3 x 106 and 

6 x 106 (Sazhina et al., 1999, 2000). 

The flow chart of the zero dimensional code is shown in Figure (C.2) 
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Figure C.1 The iteration procedure to calculate BT and F(BT) for gas Models 2, 

4 and 5. 
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Start

Initial condition:
T(R,0), 

Rd(0),vg(0),vd(0),Tg(0)

Calculate properties:
ρg,µg,kg,cpg,υg,kl,cpl,ρl,BM,F(BM)

Calculate other properties:
Dg,Le,Pr,Sc,Pe,Re,keff

Calculate Sherwood number using Eq. (2.2.30) for Model 0 
and 1, Eq.(2.2.46) for Model 2, Eq.(2.2.35) for Model 3, Eq. 
(2.2.50  ) for Model 4, Eq. (2.2.48) for Model 5, Eq. (2.2.9 ) 

for Model 6 

Calculate       using Eq. (2.2.15) dm&

Calculate     using Eq. (C.3)

Calculate Nusselt number using Eq. (2.2.31) for Model 0 and 1, 
Eq.(2.2.47) for Model 2, Eq.(2.2.34) for Model 3, Eq. (2.2.51) 
for Model 4, Eq. (2.2.49) for Model 5, Eq. (2.2.5) for Model 6 

dR&

Calculate BT

and F(BT)

A B
 

Figure C.2 The flow chart of the zero-dimensional code 
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Calculate h

Calculate Teff using Eq. (2.2.56)

Calculate Eigenvalues n using 
Eq. (2.1.6)

Calculate pn in Eq. (2.1.22), if radiation is taken into account 
using Eq. (2.1.40) and pn = 0 if radiation is ignored

Calculate qn in Eq. (2.1.22)

Calculate T(R,t) using Eq. (2.1.22)

Ts ≥ Tcr ?Shell model

Calculate droplet mass md and velocity vd by solving Eq. (C.3) 
and (C.4) using Runge Kutta method

Calculate new number of droplet after break-
up process (nn)

Calculate Rd using Eq. (C.14) and 
∆mv using Eq. (C.7)

A

C D

B

Yes

No

 
Figure C.2 The flow chart of the zero-dimensional code (continued) 
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Figure C.2 The flow chart of the zero-dimensional code (continued) 
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APPENDIX D    

Numerical solution of the discretised heat conduction equation 
 
The one-dimensional unsteady state heat conduction equation in Cartesian coordinate 

(2.1.21) can be solved numerically as follows (Versteg and Malalasekera, 1995): 

 

 

 

Figure D.1 The grid used for NSDE 

 

Introducing a new variable u = TR, Equation (2.1.21) become (Sazhin et al., 2004b): 

( )RP
~

R

u
K

t

u
+

∂

∂
=

∂
∂

2

2

,               (D.1) 

with the following  boundary and initial conditions : 

( ) ( )tMutH
R

u
=+

∂
∂

   when R = 1 

u= 0     when R = 0          (D.2) 

( ) ( ) ( )RT
~

RRRTtu d 000 ≡==   when 0 ≤ R ≤ 1 

 

Consider the one-dimensional control volume shown in Figure D.1. 

Integration of Equation (D.1) over the control volume and over a time interval from t 

to t + ∆t gives: 

∫ ∫ ∫ ∫∫ ∫
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            (D.3) 



Appendix D: Numerical solution of the discretised heat conduction equation 

 D-2 

 

This may be written as: 
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In Equation (D.4), A is the face area of the control volume, ∆V is its volume and S  is 

the average source strength. The left hand side can be written as: 

 

( ) Vuudrdt
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A pp
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where ∆V is equal to A∆r where ∆r is the width of the control volume, superscript ‘0’ 

refers to u at time t; u at the level t+∆t are not superscripted. 

If the central differencing to the diffusion term on the right hand side is applied, 

Equation (D. 4) can be written as: 
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To evaluate the right hand side of this equation we need to make an assumption about 

the moments of time when the values of uP, uE and uW are taken. We introduce a 

weighting parameter  θ between 0 and 1 and write the integral IT of uP with respect to 

time as: 

( )[ ] tuudtuI PP

tt

t

PT ∆−+== ∫
∆+

01 θθ               (D.7) 

 

Using formula (D.7) for uW and uE in Equation (D.6) and dividing by A∆t throughout, 

we have: 
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Assuming that  ke=kw=k and ∆rPE=∆rWp=∆r , Equation (D.8) can be rearranged to : 
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We divided the domain into n control volumes. Equation (D.9) is the 

discretised equation for value of uP at the centre of control volume. The control 

volumes 1 and n have to be modified to take into account the boundary conditions. 

The discretised equation for the control volume 1 can be written as: 
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where uB1=0. Equation (D.10) can be rearranged as: 
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The discretised equation for the control volume n can be modified as: 
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where the value of uB2 can be obtained from the boundary condition in Equation (D.2) 

as: 
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Substituting Equation  (D.13) into Equation (D.12) we obtain : 
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The exact form of the final discretised equations depends on the value of θ . 

When θ  is zero, we use 00
WP u,u  and 0

Eu  at the previous time level t on the right hand 

side of the Equations (D.9), (D.11) and (D.14) to evaluate uP at the new time level. 

The resulting algorithm is called explicit. When 0<θ < 1,  u at the new time level are 

used on both sides of equation. The resulting algorithm is called implicit. The 

algorithm based on the assumption θ =1 is called fully implicit and algorithm 

corresponding to θ =1/2 is called the Crank-Nicholson algorithm (Versteeg and 

Malalasekera, 1995). For implicit algorithm the solution of discretization equation 

was obtained by Thomas algorithm or the TDMA (TriDiagonal Matrix Algorithm) 

(Patankar, 1980) 

 


